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Abstract

Robustness properties of optimization techniques are a fundamental require-
ment for modern ML applications. In an environment where vast quantities of
data is scraped from the Internet or collected from varied sources, curating clean
data has become an increasingly intractable problem. Sophisticated adversaries
can easily bypass simple data cleaning methods to poison training data in order
to influence the training procedure. Many attacks exist which can construct a
backdoor in the learned model enabling maliciously targeted predictions dur-
ing deployment. Some of the advanced attacks even claim broad generality,
wherein, corruptions produced for one model can be successfully used to deploy
an attack for another. This is a problem which models of all complexities have
to contend with in the real world. To address this issue, existing research has
focused on providing specialized solutions for specific model classes. This puts
an enormous burden on the practitioner to keep pace with the rapid progress of
research. Moreover, a lot of techniques treat the two problems of optimization
and handling poisoned data separately.

In the first part of this thesis, we take a unified approach in which we pro-
vide a single optimization technique that can be used to train any ML model
and which also shows impressive fortitude against data poisoning attacks. We
experimentally evaluate our study on a wide class of ML models and provide
a theoretical analysis for convergence as well as a mathematical understand-
ing of what enables robustness against data poisoning for our techniques. For
a given optimization problem, our technique constructs a sequence of smaller-
dimensional optimization problems. It assumes access to a black box that can
solve these smaller-dimensional problems and the solution of the last problem
in the sequence is the desired model.

We continue with the theme of developing algorithms that use cleverly con-
structed black-box solvers in the second and third parts of this thesis. In the
second part, we pose the problem of solving an Euclidean optimization problem
as one that of solving an optimization problem on a manifold (specifically, the
Grassmannian and the Multinomial manifold). This transforms an optimiza-
tion problem from a given dimension to a sequence of problems in a smaller
dimension. For a class of optimization problems which are defined using a data
matrix, we also develop a technique which reduces the row dimension of the data
matrix to construct the sequence of problems to solve. These techniques provide
a very novel perspective on optimization problems in the FEuclidean space and
have the potential to inspire future developments of optimization procedures
with robustness and privacy properties.

In the third part of the thesis, we study online optimization algorithms
with access to black-box solvers for minimization and maximization procedures.
These algorithms can be used to find the Nash Equilibrium of two-player zero-
sum games. We formulate the problem of finding minimax optimal estimators



as that of finding a Nash Equilibrium of a two-player zero-sum game. This helps
us bypass the mathematical complexity of constructing minimax optimal esti-
mators, which usually involve a lot of problem-specific analysis and development
of new theoretical tools, to directly learn them as neural networks by solving the
stated two-player game. Using this technique, we are able to construct minimax
optimal estimators for a class of fundamental statistical estimation problems for
which optimal estimators have not been known prior to this work.

In summary, in this thesis we develop techniques which have broad applica-
bility within their domains (the domains being robust optimization, Euclidean
optimization, and learning minimax estimators) by leveraging optimization pro-
cedures which have access to appropriate black boxes.
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1 | Introduction

Modern ML systems are built with large quantities of data. These data are collected from
a number of sources and can be measured from giga-to-terabytes [75]. The performance of
trained models is crucially dependent on the quality of the training data used [31, 42, 90].
Due to the sheer size of the training data, curating it can be extremely challenging. One
cannot trust the sources where the data is collected from entirely and widely used methods of
data collection like scraping it from publicly available sources leave these datasets vulnerable
to attacks from adversaries, especially in the form of injecting small amounts of adversarially
chosen data. This can either throw off the learning process to decrease the quality of the
model learned [33, 36] or more maliciously inject backdoors which can enable the adversary
to manipulate the predictions of the model during deployment [24, 76, 92|. See [25] for a
comprehensive survey on data poisoning strategies in the research literature.

Combating such challenges involves deploying preventive techniques at every stage of the
ML pipeline. From data collection to data sanitization, model selection, robust training
algorithms, and building guardrails around the delpoyed model. While these preventive
techniques are necessary to keep lazy adversaries at bay, they usually tend to be heuristics
and can be side-stepped by the next clever idea. Especially techniques which address the
data in bulk tend to lack the nuance with which a motivated adversary can work, since at
these stages it can be difficult to distinguish malicious data from normal data except by
human inspection. Interestingly, techniques which can bypass human inspection have also
been proposed in the literature. Hence, it is important to develop a mathematical under-
standing of how and when a small amount of data can negatively affect the training process
or the learned model. Using this, techniques can be provided with a sound mathematical
understanding of how to build robust models. The model selection and training algorithms
provide the most fertile ground for this task. Among these two, we choose to work with the
training algorithm, since it has the added benefit of being generally applicable to a wide
range of real-world scenarios and mixing well with other techniques that might already be
in use. The proposed training algorithm works across the range of ML models with which a
practitioner might want to work in a given scenario. This forms the first part of the thesis.
In this part:

1. In chapter 2, we present new techniques for the building and analyzing of robust
stochastic optimization algorithms. To solve the given d-dimensional optimization
problem, our technique generates a sequence of random k-dimensional subproblems,
where k < d, and solves them instead. Unlike traditional optimization analysis which
exploits structural assumptions like convexity, Lipschitzness or Polyak-Lojasiewicz



criterion of the loss function to obtain convergence rates, our analysis only uses the
geometrical structure of the randomness used in the algorithm. This offers a wider
applicability to our approach than traditional methods, and indeed it works for all
smooth loss functions. Moreover, our analysis identifies an important parameter of
the loss function, which we call the gap parameter. This parameter dictates the
convergence rates of our algorithm. We experimentally study the algorithm on linear
regression, logistic regression, SVMs and neural networks. Using these experiments,
we argue that the gap parameter also controls the robustness of the solutions obtained
by our algorithm in the presence of noise in the training data. A modified algorithm
which can control the effect of noise on it’s output is presented as well. Finally, in
this chapter we discuss how the choice of k affects the convergence and robustness of
our algorithm.

As stated above, the main technique of the first part of this thesis works by breaking a
given optimization problem into a sequence of smaller-dimensional optimization problems.
We develop on this idea further in the second part of the thesis. In this part, we formulate
the problem of solving an optimization problem in an Euclidean space as that of solving
one on a non-Kuclidean manifold. Specifically,

2. In chapter 3, we reformulate the problem of solving a Fuclidean optimization problem
as one that of solving an optimization problem on a Grassmannian. A Grassmannian
is a Riemannian manifold parameterized by two positive integers d and k. Every point
in this manifold represents a k-dimensional subspace of the d-dimensional Euclidean
space. We transform an Euclidean optimization problem to one on a Grassmannian
by defining an objective function on the Grassmannian whose value at every point
is the minimum value of the function on the Euclidean space when restricted to the
subspace corresponding to that point. We then provide formulae and convergence
guarantees for gradient descent of this newly defined objective on the Grassmannian.

3. In chapter 4, we take a similar approach as that of the previous chapter but with a
different manifold. In this chapter, we work with Euclidean optimization problems
of a specific kind which are defined using a data matrix. For these kind of optimiza-
tion problems we define a corresponding optimization problem on the multinomial
manifold. The multinomial manifold is a Riemannian manifold parameterized by two
positive integers n and m. Every point of this manifold is a matrix of size n x m
with positive entries and whose every column sums to 1. We provide gradient descent
formulae as well as convergence guarantees for the reformulated objective.

The aim of this section is not necessarily to push the state-of-the-art in terms of providing
techniques that beat the existing techniques on a certain benchmark. Instead, the aim is
to provide a new mathematical perspective on age-old problems to inspire future research
directions.

The main algorithmic theme connecting the last two sections was that of using access to a
certain well-designed black-box solver in order to solve a bigger problem at hand. By making
this black-box assumption, we open doors for innovating new techniques. This connects
the work from the last two sections to the work in the next section. In the last part of
the thesis, we provide algorithmic ideas for the design of minimax optimal estimators, a
fundamental problem in the field of statistics.
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Figure 1.1: Clean label backdoor attack image taken from [100]. The backdoor attack is
added to the image on the right lower corner with the attack increasing in intensity starting
with no attack from left to right.

4. In chapter 5, we consider the problem of designing minimax estimators for estimating
the parameters of a probability distribution. Unlike classical approaches such as the
MLE and minimum distance estimators, we consider an algorithmic approach for
constructing such estimators. We view the problem of designing minimax estimators
as finding a mixed strategy Nash equilibrium of a zero-sum game. By leveraging recent
results in online learning with non-convex losses, we provide a general algorithm for
finding a mixed-strategy Nash equilibrium of general non-convex non-concave zero-
sum games. Our algorithm requires access to two subroutines: (a) one which outputs
a Bayes estimator corresponding to a given prior probability distribution, and (b)
one which computes the worst-case risk of any given estimator. Given access to these
two subroutines, we show that our algorithm outputs both a minimax estimator and
a least favorable prior. To demonstrate the power of this approach, we use it to
construct provably minimax estimators for classical problems such as estimation in
the finite Gaussian sequence model, and linear regression. Despite being a well-
studied problem, most of the approaches for constructing minimax estimators are
problem specific and usually do not extend or generalize to other problems. Often,
the process of designing minimax estimators is considered to be an art, as there is no
single technique for coming up with these estimators which works for all problems. In
this work, we provide algorithmic approaches for constructing minimax estimators.
The key advantage of our approach is that it is not problem specific and can be
used to construct minimax estimators for general problems. It requires access to two
optimization sub-routines. For problems where these sub-routines can be implemented
efficiently, our algorithm provides a computationally efficient technique to construct
minimax estimators. This chapter is written by referencing the work [43].

1.1 Background

In this section, we provide some mathematical background for the research problems ad-
dressed in the thesis.

1.1.1 Data Poisoning

Data poisoning in machine learning refers to the process of modifying the training data,
used to train a machine learning model by an adversary to disrupt its learning process. It

3



Clean target Clean source Patched source Poisoned target

Figure 1.2: Hidden trigger backdoor attack image taken from [100]. The backdoor attack
constructs poisoned images which are close to their source image visually but are close to a
patched version of an image in a target class in some feature space. The first column in the
figure are target images that the adversary wants to poison. The second column are the
source images that the adversary wants the corresponding poisoned images to share the class
with. The third column is a patched version of the source images and the fourth column
are the poisoned targets generated by the attack. The poisoned targets are intended by the
attacked to be classified as per the corresponding source image by the attacked classifier.

usually involves either a carefully designed noise added to the existing dataset or a set of
cleverly designed new data points. Mathematically, these two ways can be formulated in
the same manner as adding noise to the training dataset. Many data poisoning attacks
have been proposed in the machine learning literature, and indeed even small amounts of
cleverly chosen noise have been shown to produce a large impact on the training of the
models. Frameworks have been proposed to classify and study the various attacks and
countermeasures that the community has developed, such as [25] and [98]. We give an
overview of the attacks against which we tested our techniques.

Attack against Logistic Regression models. We consider the attack presented in
[27]. The objective of this attack is to launch a kind of denial of service attack by adding
noise to the training data which makes it difficult to learn a meaningful classifier. In this
attack, an adversary constructs a bi-level optimization problem to generate the poisoned
samples. The bi-level optimization consists of an outer maximization procedure which

4



finds poisoned samples that maximize the loss desired by the adversary, and an inner
minimization procedure which finds the optimal solution over the corrupted data. The
inner optimization models the learning that can be performed on the poisoned training data
while the outer optimization models how well the adversary does for the given poisoning.
This bi-level optimization problem is then solved using projected gradient-ascent to get the
poisoned samples. See |27] for more details.

Attack against Support Vector Machines. We consider the attack presented in [13].
The objective and approach of this attack is similar to that presented for Logistic Regression.
The attack is intended to increase the training loss and is constructed by solving a bi-level
optimization problem using projected gradient ascent.

Attack against Deep Learning models. We consider the attack presented in [100] and
[93]. These are backdoor attacks where the adversary places a pattern of pixels cleverly
over a subset of the training images with the intention of invoking a desired response from
the model when the same pattern of pixels is found on a test image. For example, in a
digit recognition setting, an adversary may be interested in classifying any image with the
desired pixel pattern present on it as an image of a 0 instead of the actual number in the
image. This enables the adversary to manipulate the model to get the desired responses
out of the system and hence bypass the model entirely.

In [100], they propose a clean label backdoor attack in which the special pixels are added
only to the images that belong to the desired class, for example in the previous scenario the
adversary would only add the pixels to images corresponding to a 0 in the training data.
This has the added benefit of the attack passing some rudimentary checks like human
inspection. We present an example of this attack in Figure 1.1 which is taken from [100].
In [93], they propose a method which constructs poisoned images by solving an optimization
problem defined to keep the poisoned image close to it’s source visually while moving it
close to a patched version of an image of desired target class in the feature space. We
present an examples of this attack in Figure 1.2 which is taken from [93].

1.1.2 Euclidean and non-Euclidean optimization

Optimization refers to the task of finding a solution that minimizes or maximizes a given
function. In Euclidean optimization, the function is defined over the Euclidean space of a
certain dimension d. Let f : R¢ — R be the function that we want to minimize, a popular
and generally applicable method to do so is gradient descent. In gradient descent, one
starts out with an initial guess for the minimizing solution and improves upon it by moving
in the direction opposite to the gradient of the function at that point, repeating the same
procedure at the new solution obtained, and so on. Let xg € R? be the initial guess for
the minimizing solution, then at any step ¢ > 1 of the gradient descent step we update xq
using,

X = Xi—1 — NV f(xi-1)

where 7 is the learning rate of the algorithm which decides how much to move in one step
of the algorithm. Many theoretical results exist that show convergence of this procedure to
global minima, local minima, or saddle points of f depending on it’s mathematical prop-
erties [11]. Variants of gradient descent are used to train most modern Machine Learning



systems. For our purposes, we will only be dealing with the basic version of this very
versatile technique.

Although this technique has a very benign-looking formula for Euclidean spaces, the com-
plexity of the same procedure increases many times when one formulates it over a non-
FEuclidean space. This happens because one has to now start using the various differential
geometric constructs which typically do not need explicit formulations in the Euclidean
space. We will assume a basic familiarity with these differential geometric constructs, only
defining the narrow set of concepts that we will be using directly in our algorithms and
results. We do not aim to provide a comprehensive understanding of any of these concepts
in this thesis. Look at the excellent manifold books [71-73| by John M. Lee or any other
standard references for the background.

Figure 1.3: Geodesic on a manifold.

Algorithm 1.1 RiemannianGD(F,z(®, N, t)

20 is the starting point for GD in M
N is the number of iterations and t is the step size
for i € [N] do
@ 7y i1y (~VFy -1, 1) /* Gradient descent step */
()

Return: z

To describe the gradient descent procedure over non-Euclidean spaces, we need to describe
the procedure using the geometry of the space. Specifically, we will need two quantities:
Riemannian gradients and geodesics. Riemannian gradients play the same role as that
of gradients in the Euclidean space (they provide the direction in which to move) while
geodesics being the equivalent of a straight line in the Euclidean space provide the actual
path to move along.

We demonstrate this in Figure 1.3. Given a point x € M and a tangent vector &, € T, M
(direction of descent in our case), v : [0,¢) — M is a curve s.t. 7(0) = x and 7/(0) = &,. We
use the notation v, (&;,t) to denote the geodesic at the point z and moving in the direction
&,. With this notation, the Riemannian gradient descent algorithm is given in Algorithm
1.1.

In Chapters 3 and 4, we will model Euclidean optimization as optimization problems over
manifolds. Here we will need explicit formulae to compute Riemannian gradients and
geodesics, which we will provide and restate the detailed gradient descent in their terms.



Optimization problems over manifolds have been studied in the past for solving various
problems. These problems tend to exploit the fact that the set of desirable solutions forms
the underlying manifold and hence instead of defining a function in the Euclidean space by
mapping the points on the manifold to the Euclidean space, one can directly optimize over
the desired manifold. An example of this is the Rayleigh quotient problem [3].

Our use of the gradient descent procedure over the manifold differs considerably from this
usual approach. We take a problem in the Euclidean space whose desired solution is also
a point in the same Euclidean space but we use the manifold to break the problem down
into small parts. Each of these small parts can be solved on their own and since the set
of all of these small parts forms a manifold we can use an optimization procedure over the
manifold to get the final answer for the full problem.

1.1.3 Minimax Estimation and Statistical Games

Let P = {Py): § € © C R} be a parametric family of distributions. In this work, we
assume O is a compact set. Let X" = {X1,... X,,} € X" be n independent samples drawn
from some unknown distribution Py € P. Given X", our goal is to estimate the unknown
parameter 6. A deterministic estimator 6 of 6 is any measurable function from X" to ©.
We denote the set of deterministic estimators by D. A randomized estimator is given by a
probability measure on the set of deterministic estimators. Given X", the unknown param-
eter 0 is estimated by first sampling a deterministic estimator according to this probability
measure and using the sampled estimator to predict 6. Since any randomized estimator can
be identified by a probability measure on D, we denote the set of randomized estimators
by Mp, the set of all probability measures on D. Let M : © x © — R be a measurable loss
function such that M (#',0) measures the cost of an estimate § when the true parameter

is 0. Define the risk of an estimator § for estimating 6 as R(6,0) g [M(GA(X"),H)} ,

where the expectation is taken with respect to randomness from X" and the estimator 0.
The worst-case risk of an estimator 6 is defined as supgcg R(6,6) and the minimax risk is
defined as the best worst-case risk that can be achieved by any estimator

Y “inf sup R(6,0). (1.1)
feMp €O

Any estimator whose worst case risk is equal to the minimax risk is called a minimax
estimator. We refer to the above min-max problem as a statistical game. Often, we are also
interested in deterministic minimax estimators, which are defined as estimators with worst
case risk equal to

inf sup R(9, 6). (1.2)
0D 6O

From the perspective of game theory, the optimality notion in Equation (1.1) is referred
to as the minmax value of the game. This is to be contrasted with the maxmin value of
the game supycg inféE Mo R(é, ). In general, these two quantities are not equal, but the
following relationship always holds:

sup inf R(6,0) < inf sup R(6,0). (1.3)
0O OcMp feMp €O



In statistical games, for typical choices of loss functions, supycg inf;. Mo R(é, 0) = 0, whereas

infée/vtp SUPyco R(é, 0) > 0; that is, the minmax value is strictly greater than maxmin value
of the game. So we cannot in general reduce computing the minmax value to computing
the maxmin value.

Linearized Statistical Games. Without any additional structure such as convexity,
computing the values of min-max games is difficult in general. So it is common in game
theory to consider a linearized game in the space of probability measures, which is in general
better-behaved. To set up some notation, for any probability distribution P, define R(é, P)

as Egp {R(é, 9)} . In the context of statistical games, a linearized game has the following

form:
“inf  sup R(0, P), (1.4)
feMp PEMg
where Mg is the set of all probability measures on ©. The minmax and maxmin values of
the linearized game and the original game in Equation (1.1) are related as follows

sup inf R(0,0) < sup inf R(A,P)< inf sup R(A,P) @ i sup R(6,0),

€0 HeMp PeMg HeMp feMp PEMeo feMp €O

where (a) holds because for any estimator 6, SUP pe Mo R(8, P) is equal to supyeg R(6,6).
Thus, the minmax values of the original and linearized statistical games are equal. Any
estimator whose worst-case risk is equal to the minmax value of the linearized game is a
minimax estimator. The maxmin values of the original and linearized statistical games are
however in general different. In particular, as discussed above, the maxmin value of the
original statistical game is usually equal to zero. The maxmin value of the linearized game
however has a deep connection to Bayesian estimation.

Note that R(é, P) is simply the integrated risk of the estimator 6 under prior P € M.
Any estimator which minimizes R(é, P) is called the Bayes estimator for P, and the cor-
responding minimum value is called Bayes risk. Though the set of all possible measurable
estimators is in general vast, in what might be surprising from an optimization or game-
theoretic viewpoint, the Bayes estimator can be characterized simply as follows. Letting
P(-|X™) be the posterior distribution of # given the data X", a Bayes estimator of P can
be found by minimizing the posterior risk

Op(X") € argminEgp xn) [M(é, 9)} . (1.5)
ISS]

Certain mild technical conditions need to hold for ép to be measurable and for it to be
a Bayes estimator [9]. We detail these conditions in Section 5.8.1, which incidentally are
all satisfied for the problems considered in this work. A least favourable prior is defined
as any prior which maximizes the Bayes risk; that is, P is LFP if inféeMD R(é,}a) =
SUPpe M G5 0, R(6, P). Thus, LFPs solve for the maxmin value of the linearized statis-
tical game. Any prior whose Bayes risk is equal to the maxmin value of the linearized game

is an LFP.

Nash Equilibrium. Directly solving for the minmax or maxmin values of the (linearized)
min-max games is in general computationally hard, in large part because: (a) these val-
ues need not be equal, which limits the set of possible optimization algorithms, and (b)



the optimal solutions need not be stable, which makes it difficult for simple optimization
problems. It is thus preferable that the two values are equal®, and the solutions be stable,
which is formalized by the game-theoretic notion of a Nash equilibrium (NE).

For the original statistical game in Equation (1.1), a pair (é*,@*) € Mp x O is called a
pure strategy NE, if the following holds

sup R(0%,0) < R(6*,0*) < inf R(,0*) = inf R(6,6%),
0cO feMp 0D

where the equality follows since the optimum of a linear program over a convex hull can
always be attained at an extreme point. Intuitively, this says that there is no incentive for
any player to change their strategy while the other player keeps hers unchanged. Note that
whenever a pure strategy NE exists, the minmax and maxmin values of the game are equal
to each other:

inf sup R(0,0) < sup R(0*,0) < R(9*,6*) < inf R(0,0%) <sup inf R(6,0).
e Mp 6O 0cO feMp 0eO e Mp

Since the RHS is always upper bounded by the LHS from (1.3), the inequalities above are
all equalities.

As we discussed above, the maxmin and minmax values of the statistical game in Equa-
tion (1.1) are in general not equal to each other, so that a pure strategy NE will typically
not exist for the statistical game (1.1). Instead what often exists is a mixed strategy NE,
which is precisely a pure strategy NE of the linearized game. That is, (é*, P*) e Mpx Mg
is called a mixed strategy NE of statistical game (1.1), if

sup R(6*,0) = sup R(6*,0) < R(9*,P*) < inf R(A, P*) = inf R(§, P*).
0cO PeMeg 0eMp 0D

As with the original game, if (6*, P*) is a pure strategy NE of the linearized game of (1.1),
aka, a mixed strategy NE of (1.1), then the minmax and maxmin values of the linearized
game are equal to each other, and, moreover 6* is a minimax estimator and P* is an LFP.
Conversely, if 6* is a minimax estimator, and P* is an LFP, and the minmax and maxmin
values of (1.4) are equal to each other, then (8%, P*) is a mixed strategy NE of (1.1). These
just follow from similar sandwich arguments as with the original game, which we add for
completeness in Section 5.8.2.

In gist, it might be computationally easier to recover the mixed strategy NE of the statistical
game, assuming they exist, and doing so, would recover minimax estimators and LFPs. In
this work, we are thus interested in imposing mild conditions on the statistical game so
that a mixed strategy NE exists, and under this setting, develop tractable algorithms to
estimate the mixed strategy NE.

Existence of NE. We now briefly discuss sufficient conditions for the existence of NE.
As discussed earlier, a pure strategy NE does not exist for statistical games in general. So,
here we focus on existence of mixed strategy NE. In a seminal work, Wald [104] studied
the conditions for existence of a mixed strategy NE, and showed that a broad class of

! John Von Neumann, a founder of game theory, has said he could not foresee there even being a theory
of games without a theorem that equates these two values



statistical games have mixed strategy NE. Suppose every distribution in the model class
P is absolutely continuous, © is compact, and the loss M is a bounded, non-negative
function. Then minmax and maxmin values of the linearized game are equal. Moreover, a
minimax estimator with worst-case risk equal to R* exists. Under the additional condition
of compactness of P, [104] showed that an LFP exists as well. Thus, based on our previous
discussion, this implies the game has a mixed strategy NE. In this work, we consider a
different and simpler set of conditions on the statistical game. We assume that © is compact
and the risk R(é, 0) is Lipschitz in its second argument. Under these assumptions, we show
that the minmax and maxmin values of the linearized game in Equation (1.4) are equal
to each other. Such results are known as minimax theorems and have been studied in the
past [103, 104, 110|. However, unlike past works that rely on fixed point theorems, we rely
on a constructive learning-style proof to prove the minimax theorem, where we present an
algorithm which outputs an approximate NE of the statistical game. Under the additional
condition that the risk R(é, 0) is bounded, we show that the statistical game has a minimax
estimator and an LFP.

Computation of NE. Next, we discuss previous numerical optimization techniques for
computing a mixed strategy NE of the statistical game. Note that this is a difficult compu-
tational problem: minimizing over the domain of all possible estimators, and maximizing
over the set of all probability measures on ©. Nonetheless, several works in statistics have
attempted to tackle this problem [9]. One class of techniques involves reducing the set of
estimators D via admissibility considerations to a small enough set. Given this restricted
set of estimators, they can then directly calculate a minimax test for some testing problems;
see for instance Hald [45]. A drawback of these approaches is that they are restricted to
simple estimation problems for which the set of admissible estimators are easy to construct.
Another class of techniques for constructing minimax estimators relies on the properties
of LFPs [26, 55|. When the parameter set © is a compact subset of R, and when cer-
tain regularity conditions hold, it is well known that LFPs are supported on a finite set
of points [9, 40]. Based on this result, Kempthorne [59], Nelson [86] propose numerical
approaches to determine the support points of LEPs and the probability mass that needs
to be placed on these points. However, these approaches are restricted to 1-dimensional
estimation problems and are not broadly applicable. In a recent work, Luedtke et al. [77]
propose heuristic approaches for solving statistical games using deep learning techniques.
In particular, they use neural networks to parameterize the statistical game and solve the
resulting game using local search techniques such as alternating gradient descent. However,
these approaches are not guaranteed to find minimax estimators and LFPs and can lead
to undesirable equilibrium points. They moreover parameterize estimators via neural net-
works whose inputs are a simple concatenation of all the samples, which is not feasible for
large n.

In our work, we develop numerical optimization techniques that rely on online learning
algorithms (see Section 1.1.4). Though the domains as well as the setting of the statistical
game are far more challenging than typically considered in learning and games literature, we
reduce the problem of designing minimax estimators to a purely computational problem of
efficient implementation of certain optimization subroutines. For the wide range of problems
where these subroutines can be efficiently implemented, our algorithm provides an efficient
and scalable technique for constructing minimax estimators.

10



1.1.4 Online Learning

The online learning framework can be seen as a repeated game between a learner/decision-
maker and an adversary. In this framework, in each round ¢, the learner makes a prediction
x; € X, where X C R?, and the adversary chooses a loss function f; : X — R and observe
each others actions. The goal of the learner is to choose a sequence of actions {x;}._;
so that the cumulative loss S 7, fi(x;) is minimized. The benchmark with which the
cumulative loss will be compared is called the best fixed policy in hindsight, which is given
by infxecx EtT:l ft(x). This results in the following notion of regret, which the learner aims
to minimize

T T
> filxt) — Jnf > filx).
=1 =1

When the domain X is compact, and convex, and the loss functions f; are
convex: Under this simple setting, a number of efficient algorithms for regret min-
imization have been studied. Some of these include Follow the Regularized Leader
(FTRL) [48, 81|, Follow the Perturbed Leader (FTPL) [57]. In FTRL, one predicts x;

as argming . y Zf;} fi(x) + r(x), where r is a strongly convex regularizer. In FTPL, one
predicts x; as E, |argmingey S22 1 fi(x) — (o, x)} , where o is a random perturbation drawn

from some appropriate probability distribution such as exponential distribution. These al-
gorithms are known to achieve the optimal O(v/T) regret in the convex setting [81, 96].

When X is compact, but either the domain or the loss functions f; are non—
convex: Under this setting, no deterministic algorithm can achieve sub-linear regret (i.e.,
regret which grows slower than T") [21, 96]. In such cases one has to rely on randomized algo-
rithms to achieve sub-linear regret. In randomized algorithms, in each round ¢, the learner
samples the prediction x; from a distribution P, € My, where My is the set of all proba-
bility distributions supported on X. The goal of the learner is to choose a sequence of dis-
tributions {Pt}g;l to minimize the expected regret Zthl Ex~p, [fi(x)] — infxex Zthl fr(x).
An alternative perspective of such randomized algorithms is as deterministic algorithms
solving a linearized problem in the space of probability distributions, with loss functions
ft(P) = Exp [fi(x)], and rely on algorithms for online convex learning. For example, by
relying of FTRL, one predicts P; as

argminpe vy, S 21 fi(P) + r(P), for some strongly convex regularizer #(P). When 7(P) is

the negative entropy of P, Krichene et al. [67] show that the resulting algorithm achieves
O(v/dT logT) expected regret.

Another technique to solve the linearized problem is via the FTPL algorithm [4, 96]. In
this algorithm, P, is given by the distribution of the random variable x;(o), which is a
minimizer of Ef;} fi(x) — (o,x). Here, o is a random perturbation drawn from some
appropriate probability distribution. In recent work, Suggala and Netrapalli [96] show that
this algorithm achieves O(\/d37T ) expected regret.

Without any assumptions on X or the loss functions f;. A key caveat with sta-
tistical games is that the domain of all possible measurable estimators is not bounded and
is an infinite-dimensional space. Thus, results as discussed above from the learning and
games literature are not applicable to such a setting. In particular, regret bounds of FTRL
and FTPL scale with the dimensionality of the domain, which is infinite in this case. But
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there is a very simple strategy that is applicable without making any assumptions on the
domain whatsoever, but under the provision that f; was known to the learner ahead of
round t. Then, an optimal strategy for the learner is to predict x; as simply a minimizer
of fi(x). It is easy to see that this algorithm, known as Best Response (BR), has 0 regret.
While this is an impractical algorithm in the framework of online learning, it can be used
to solve min-max games, as we will see in Section 5.1.

FTPL. We will be making use of the FTPL algorithm in the sequel, so we now describe
this in a bit more detail. In this algorithm, the learner predicts x; as a minimizer of
1 fi(x) — (0, x), where o € R? is a random perturbation such that {Uj};lzl i Exp(n)
and Exp(n) is the exponential distribution with parameter n?. When the domain X is
bounded and loss functions {f;}/_, are Lipschitz (not necessarily convex), FTPL achieves
O(\/ﬁ ) expected regret, for appropriate choice of 1 [96]. A similar regret bound holds
even when x; is an approximate minimizer of Zf;i fi(x) — (o,x). Suppose for any t € N,
X; is such that

t—1 -1
>~ filx) = {oxi) < inf 3 £i() = (0.%) + (a+ Bl
i=1 i=1

where «, 3 are positive constants. Then FTPL achieves O(T"/2 4+ aT + ST%/2) expected
regret for appropriate choice of 1 (see Section 5.8.3 for more details).

2Recall, X is an exponential random variable with parameter 7 if P(X > s) = exp(—ns)
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Part 1

Data poisoning in Machine Learning
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2 | A new stochastic optimization
technique for combating data
poisoning attacks

We study methods for stochastic optimization in the setting where a subset of training data
might be corrupted by an adversary. Stochastic methods in optimization have become an
important workhorse in the practice of modern Machine Learning. These methods usually
work on data collected from a variety of different sources (such as scraping the Internet).
Naturally, an adversary can inject malicious data in this training set and it might be very
challenging to detect and remove this corrupted subset. In such a scenario, it is desirable to
have algorithms which are immune to injections of small amount of arbitrary corruptions.
In this paper, we propose a novel method for stochastic optimization which has the potential
of addressing this problem for a wide class of loss functions.

Difficulty of the problem. The problem of learning good models under worst case
corruptions in training data is NP-hard even for simple problems like binary classification
with half-spaces [44]. The popular method of dealing with these difficulties is to make
distributional assumptions over the data or the noise added by the adversary [61]. These
distributional assumptions heavily dictate the design of appropriate algorithms in these
settings. However, one doesn’t always know how the distributions will look like in practice
and, moreover, in the case of noise a determined attacker might tailor it to the specific
training data at hand and hence invalidate any distributional assumptions made. This
makes the problem of building optimization problems which are robust to worst-case noise
in the training data seemingly intractable.

In this work, we propose a tractable way out of this difficulty. Instead of expecting our
algorithm to behave perfectly on all input instances and be able to handle all worst-
case noise (which makes the problem NP-hard), we build an algorithm that performs well
on most instances and handles worst-case noise on these instances without putting any
distributional assumptions on either the training data or the noise. By working well on
most input instances we expect to capture all the instances that one could reasonably
expect to see in practice, while leaving out the small fraction of instances which are often
responsible for the computational hardness of a given problem (for example, the ones to
which a reduction from an NP-hard problem like satisfiability might map to).

The idea is to develop an algorithm whose output does not change drastically under small
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perturbations in the training data. This algorithm is not designed to necessarily perform
well on a small set of instances, even when some other algorithm might be able to solve
these instances well. The hope is that this small set of instances is one that will not be
seen in practice. Since characterizing the complexity landscape of various instances is a
highly intricate and mathematically extremely challenging subject [5], the above discussion
is meant to only give an intuitive understanding of our approach. As we shall see later
in Section 2.5, we achieve our objective by identifying a crucial property (called the gap
parameter) of the solutions of a given optimization problem. Our algorithm will only find
solutions that have a large enough gap parameter, giving them good robustness properties
under perturbations in the input data.

Our approach. Instead of working in the original dimension of the given optimization
problem, our algorithm proceeds by solving the given problem in a sequence of random
hyperplanes of a smaller dimension. These hyperplanes are defined so that each successive
one contains the solution obtained from the previous one. The algorithm stops either
when the improvements in the successive hyperplanes become small enough or after a
chosen number of iterations, and outputs the solution obtained in the last hyperplane. See
Algorithms 2.1 and 2.2.

Significance of our approach. Our approach to stochastic optimization algorithms has
interesting connections with the theory of expander graphs. The role of the gap parameter
in our analysis is akin to that of the spectral gap of the Laplacian of a graph. Under very
mild assumptions on this parameter (the logarithm of this parameter has to be polynomially
bounded in the dimension of the problem) we obtain a polynomially bounded runtime for
our algorithm (see Theorem 2.1).

The second eigenvalue is an important spectral quantity for graphs [66] and our analysis
shows that a similar quantity for functions dictates how fast certain stochastic optimization
algorithms can converge. This is distinct from all previous analyses which rely on structural
properties of the functions like convexity, Lipschitzness, or the Polyak-Lojasiewicz criterion
to bound the rate of convergence. As far as we know, such a parallel between the very well-
studied theory of random walks on expander graphs and stochastic optimization algorithms
is entirely novel to our work.

The highlight of our analysis is Lemma 2.2, which is a statement about moving non-trivially
away from the maximum of a function by random sampling. For a function whose domain
is a Lie group which satisfies Kazhdan’s Property (T, it gives a lower bound on the size of
the set where the function takes a value non-trivially away from the maximum. This is a
very general lemma (see Section 2.4) and we believe that it will find applicability in many
future analyses.

Organization of this paper. In Section 2.1, we discuss existing approaches for stochastic
optimization and dealing with perturbations in training data, popularly referred to as data
poisoning attacks. In Section 2.2, we set up the notation and introduce all the concepts
needed for the rest of the paper. In Section 2.3, we describe and discuss our stochastic
optimization algorithm and give our convergence result. In Section 2.4, we discuss the
main theoretical technique of our analysis. In Section 2.5, we discuss the robustness of our
algorithm and demonstrate the efficacy of our approach with experiments in Section 2.6.
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2.1 Related Work

In this section, we compare our approach to stochastic optimization with existing ap-
proaches as well as discuss the literature on data poisoning attacks in Machine Learning.

Comparison to existing stochastic techniques. Most of the existing literature focuses
on either stochastic gradient descent or it’s popular variants like Adam [63] and AdaGrad
[30]. In stochastic gradient descent one picks a random subset of the data, computes the
loss on this subset and uses the gradient of this loss to update the parameters of the model.
Convergence for this scheme can be shown under assumption like strong convexity [84],
the Polyak-Lojasiewicz condition [41], and convergence to stationary points for non-convex
functions which satisfy an expected smoothness assumption [60]. These convergence results
rely crucially on the respective structural properties mentioned for the loss functions, while
the randomness of picking a subset of the data usually worsens the convergence rates as
compared to their deterministic counterparts (which work with the full training data in all
iterations).

Our approach is fundamentally different from these approaches. Instead of subsets of the
training data being the source of randomness, in our approach the randomness comes from
the selection of random subspaces in which the given optimization problem is solved. In
the particular case when the optimization problem is solving for optimal parameters in a
Fuclidean space, our method works in subspaces of the full space of the parameters. The
only existing technique that has superficial similarities to this is the dropout method in
deep learning [95]. But even there one typically considers only subsets and not subspaces of
the parameters. Note that the set of all subspaces of the parameter space is a much bigger
space (being a smooth manifold) than the set of all of their subsets (which is a discrete
set). In addition, dropout is a specialized technique that is only used in the context of deep
learning.

Analytically, our analysis is dependent on the crucial fact that the space our randomness is
drawn from forms a smooth manifold that it is a quotient of a compact Lie group, and in
particular therefore satisfies Kazhdan’s Property (T). The only assumption we need from
the loss function is that it should be smooth. We do not need any other assumptions like
convexity or Lipschitzness.

Data poisoning in Machine Learning. Many methods exist in the literature for dealing
with data poisoning; see [98] and [25] for excellent surveys. While there are a lot of methods
which try to deal with data poisoning for specific models like linear regression, logistic
regression, or neural networks, few methods exist which have general applicability. Data
sanitization and some form of bagging and majority voting seem to be among these few
general techniques. Data sanitization can be difficult as adversaries assemble more and
more sophisticated forms of noise to make noisy data look indistinguishable from real data.
Bagging and voting can decrease the amount of data available for training for a single model
and can have unwanted accuracy trade-offs. Robust training, which augments the training
data with poisoned instances to specifically train the model to handle such data, is another
popular method to combat such attacks. All of these techniques deal with the preprocessing
of the training data, and not with the actual learning process.

Techniques like [89] and [22], which deal with the learning process, have been developed
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in the robust statistics literature to mitigate the influence of noise in the training data.
But these techniques tend to be intractable without making restrictive distributional or
modeling assumptions.

Our technique, which is primarily a new optimization algorithm, can be used either as an
alternative to these existing techniques or in conjunction with them to provide enhanced
protection against data poisoning attacks.

2.2 Preliminaries

Notation. We use G to represent a Lie group and H to represent a subgroup of it.
Moreover, we use G/H to represent the quotient of G w.r.t. H. For a treatment of Lie
groups see [17]. We use O(d) to represent the compact orthogonal group acting on R
The product group O(k) x O(d — k) can naturally be identified as a subgroup of O(d).
The quotient O(d)/ (O(k) x O(d — k)) has a natural interpretation as the set of all k-
dimensional subspaces of R?. This is a well studied geometric object, popularly known as
the Grassmannian (see [8]). We denote it by Gj 4. We use the term k-plane to refer to
a k-dimensional affine subspace, i.e. a k-dimensional hyperplane of R?, in the rest of the

paper.

For us, £ : R* — R will be the smooth loss function we want to optimize. Here, smoothness
means that ¢ is infinitely differentiable. We use n with various subscripts to represent
subspaces or k-planes of appropriate dimensions (which will be clear from the context).

Measures on Lie Groups. Our Lie groups, like all locally compact Lie groups, have a
left-invariant Haar measure which is unique up to scaling [85]. This covers a wide range of
Lie groups used in applications [38]. For results regarding existence of invariant measures
on compact Lie groups, their quotients (like the Grassmannians) and validity of Fubini style
decompositions look at Chapter 1 of [94].

For a measurable subset A of a given measure space we use |A| to denote the measure of
this set under the implied measure.

Kazhdan’s Property (T). For a definition of this property see Section 3.1 of [91]. It
is primarily defined for non-compact Lie groups. Indeed for compact Lie groups, such
as we are considering in this paper, the property is trivially satisfied. We bring it up
here because of its impact on expander graphs and their random walks which forms an
important motivation for our work. Also, because we formulate our core lemma, Lemma
2.2, on non-compact Lie groups. We will only be working with the following consequence
of the property in our proofs:

Lemma 2.1. [Remark 1.1.4 in [7]] Let G be a locally compact Lie group that satisfies
Kazhdan’s property (T). Then there exists a ¢ > 0 such that for all functions f : G — R,
square integrable w.r.t. a left-invariant Haar measure and which satisfy fo = 0, there
exists a v € G satisfying

If =~ FI* = cllf1”

where the action of v on f is defined by (v- f)(x) = f(y~ 1 - ).
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Algorithm 2.1 Our Random Walk

Input: (RS RaxgeRE,d>E>1,T>0,N>0
1: fori=1,...,N do

2: Sample 11, ..., nr uniformly from Gy, 4
3: Yj < argmingey, 4y £(y) for j € [T
4: z; < argminger, o0 6(y)

5: return xpy

Remark 2.1. The constant ¢ > 0 in Lemma 2.1 is only dependent on the group and is
popularly referred to as the Kazhdan constant of the group. We can chose c = 2 for compact
Lie groups. The proof of Lemma 2.2 in Appendiz 2.7.2 includes a proof of this fact.

Noise model. We will study the robustness properties of our techniques in Section 2.5. We
consider noise only in the training data matrix A. Noise may be introduced by perturbing
a certain fraction of the rows of A with a noise matrix A or by augmenting A with a small
number of well crafted data points. Generally, both these settings can be mathematically
modelled as adding noise A to A. This setting is popularly referred to as data poisoning.
We study the behavior of our approach as the fraction of rows that A corrupts increases.
Note that we do not make any distributional assumptions on A, instead we work with the
worst case A by evaluating our technique against existing data poisoning attacks in the
literature, which generate A with full knowledge of A.

2.3 Our Results

In this section, we describe our random walk, which is a stochastic optimization technique
applicable to any smooth loss function. Moreover, we provide a convergence result that
works in this very general setting.

2.3.1 Random Walk

The aim of any optimization algorithm is to find some critical point of £, usually one of the
global minima, i.e., find an * € R% such that

" € arg min /(x
& z€R4 ( )
Assume that we are given a black-box access for solving the same problem but in a smaller-

dimensional space, specifically a k-plane n C R%, i.e., we can find an x, such that

T, € arg r;lelzlﬁ(x)
Our random walk is motivated by asking the question: Can we use this black box repeatedly
for a sequence of k-planes 11,12, ... to find an x*7 This suggests a natural random walk as
follows: start with some z; € R% and sample a random k-plane n; containing z;; find an
xo such that xp € arg minge,, (x); in i-th step find a random k-plane n; containing x; and
solve for arg minge,, £(x); stop the algorithm after N steps. We state this more formally in
Algorithm 2.1.
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This is a very natural random walk from computational complexity theory perspective. It
leverages the ability to solve several smaller-dimensional random problems when solving
a bigger-dimensional problem. This approach has been used to study other problems in
the literature (see Section 10.1.2 in [5]), and has provided interesting insights in to the
structure of these problems. This approach is called random self-reducibility. To the best
of our knowledge, our work is the first to study this approach for optimization problems in
the Euclidean space.

One of the surprising observations from the practice of modern ML is the ease of solving
many seemingly intractable non-convex optimization problems. This justifies the use of a
black-box to solve a problem of a smaller dimension in Algorithm 2.1. Since our random
walk is designed to serve the dual purpose of optimization as well as learning a model robust
to data poisoning, one would not be advised to use the same black-box to solve the original
problem directly. The black box can be implemented with any of the existing techniques.
We recommend using a technique best suited to the specific machine learning model that
is being learned. We now study the convergence properties of Algorithm 2.1.

2.3.2 Convergence Analysis

For the convergence analysis, we need to define a few auxiliary functions. We define L :
]Rd><Gk’d%R,M:Rd%R,m:Rd—HR,@:Rd%RandQ:R%Rasfollows:

L{z,n) = min £(y),
M(z) = max L(z,n), m(z):= min L(z,n),
n€GL,q N€Gk,4
IZ(z, )3 :
O(x) = , Ola) = min  O(x
( ) 2\M(m)—m(:13)|2 ( ) ze{z4(z)=a} ( )

We call 0 the gap function of ¢ and §(¢(x)) the gap parameter of the minimizer x. The
gap function of £ plays a crucial role in our analysis and have very close connections with
the spectral gap of a Laplacian on a graph. We discuss this connection in more detail in
the next section. Our main convergence proof is as follows:

Theorem 2.1. Let £ : R — R be a smooth loss function such that 0(¢) > 1 — & for some

0 >0. Let « = ming l(x). For all eg and ~y in (0,1), with N = 1E)gg12//€£ and T = %

and with probability at least 1 — ~, Algorithm 2.1 finds an x € R? such that

Uz) — a < e(l(zg) — ).

We defer the proof of Theorem 2.1 to Appendix 2.7.5 and discuss the main theoretical
ideas behind it in Section 2.4. For now, there are several interesting points to note about
Theorem 2.1:

1. It only uses a smoothness assumption on the loss function £. We believe that this
assumption can be relaxed to a continuity assumption with a little bit more work.
But for ease of exposition, we avoid it. In particular, note that we do not assume any
bound on the Lipschitz constant of ¢, which is quite unusual for convergence analysis
in the optimization literature.
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2. The dependence on all parameters is logarithmic. In contrast, the dependence on the
relevant parameters (like Lipschitz or Polyak- Lojasiewicz constant) is at least linear
for gradient descent and its stochastic counterparts. Moreover, the dependence on ¢g
for stochastic procedures is also always at least linear in 1/¢y even under very limited
setting of convex functions [39].

3. The analysis is non-local in the sense that at each iteration we directly track progress
with respect to the global minimum value a. In typical analysis in the non-convex
optimization literature one uses bounds on the difference between consecutive iterates,

i.e, g(l‘z) — E(:ci_l).

2.4 Main theoretical insight

In this section we state and discuss Lemma 2.2 which forms our main theoretical technique.
We state Lemma 2.2 more generally than is needed to prove Theorem 2.1. It is stated for
any locally compact Lie group that satisfies Kazhdan’s Property (T). We do this in order
to emphasize the general nature of our result and to bring out the connection of this crucial
lemma with Kazhdan’s Property (T) which is a very important and extensively studied
property of Lie groups [7]. Note that all locally compact group with a normalized Haar
measure are compact. So Lemma 2.2 is equivalent to it’s Corollary 2.1 presented in the next
subsection. But stating them as two different statements gives us an opportunity to provide
two different proofs and highlight the connection of our work with Kazhdan’s Property (T).
A proof of Lemma 2.2 is presented in Appendix 2.7.1.

Lemma 2.2. Let G be a locally compact Lie group that satisfies Kazhdan’s Property (T)
with constant c¢. Fiz a normalized left-invariant Haar-measure on G. Let f : G — R
be a smooth function such that [, f = 0. Let o = mingeq f(9), B = maxgeq f(g) and

2
€= 2%'{'52 Then,

{g: flg) —a<(1—-Ve)(B-a)}| >¢/2

Contextualizing Lemma 2.2. The lemma gives a non-trivial lower bound on the prob-
ability of finding a point that is substantially away from the maximum of the function
defined on a locally compact group G, by simply sampling a point randomly according to
the fixed left-invariant Haar measure. The fundamental nature of this lemma should be
compared with results like the Markov inequality or the Chebyshev inequality, which give a
non-trivial lower bound on the probability of getting a value close to the mean by sampling
a point according to the used probability distribution.

Generality of Lemma 2.2. Though this result is stated on a Lie group one can transfer it
to other spaces which lack this structure, for example, the n-dimensional hypercube. This
is possible because one can construct a smooth map from the n-dimensional hypercube to
the n-dimensional torus, which is a compact Lie group. We state this here to demonstrate
the generality of Lemma 2.2 but we do not provide the details because we do not use such
a result in the paper. In the next section, in Lemma 2.3, we discuss how the result can
be transferred to an appropriate quotient of a Lie group. We also note that an argument
similar to the proof of Lemma 2.2 can be constructed for a discrete group like the boolean
hypercube, further increasing the applicability of our result.
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2.4.1 Using Lemma 2.2 to prove Theorem 2.1

In Algorithm 2.1 we sample from the Grassmannian, which is a quotient space of the
compact Lie group O(d). We do not sample from the group directly. In Lemma 2.3 we
show that a statement similar to Lemma 2.2 holds for our quotient space, also. The proof of
Lemma 2.3 (which is presented in Appendix 2.7.3) uses Lemma 2.2 adapted to the special
case of compact Lie groups (presented in Corollary 2.1). Kazhdan’s Property (T) is a
concept for Lie groups and does not have an equivalent statement for their quotients.

Corollary 2.1. Let G be a compact Lie group and let f : G — R be a smooth function such

2
that [ f =0. Let o = mingeq f(g), B = maxgeq f(g) and € = |/3|’|i|(|12|2 Then,

{g: flg) —a< (1= Ve)(B—a)}| =e/2. (2.1)

Lemma 2.3. Let G be a compact Lie group and H a closed subgroup of G. Let f : G/H — R
be a smooth function such that fG/H f=0. Let a = mingcq/g f(x), B = max,eq/m f()

and € = 17113 Then
[B—al?” ’

{z: f(z) —a < (1= Ve)(B—a)}|>¢/2

A direct proof of Corollary 2.1 (which also establishes Lemma 2.1 for compact Lie groups)
is presented in Appendix 2.7.2 and the proof for Lemma 2.3 is presented in Appendix 2.7.3.

Discussion on the gap parameter. One of the very important application of Kazhdan’s
property (T) is the first explicit construction of an expander graph in [80]. By the virtue of
their spectral gap (the difference between the first and second eigenvalue of the Laplacian),
expander graphs have very good mixing properties, i.e., a random walk on an expander
graph quickly gets distributed evenly across the graph [91]. The parameter € in the Lemmas
2.2-2.3 behaves very similarly to the spectral gap of an expander graph. It dictates how
fast f can approach its minimum «. In fact, it plays a similar role in the proof of Theorem
2.1 as the spectral gap does in the rapid mixing proofs. More specifically, the key parallel
with expander graphs is that their graph adjacency matrix shrinks functions which are
orthogonal to constants (e.g., Lemma 1 of Miller and Venkatesan [83]). This is the same

operating principle as in Lemmas 2.2-2.3. This is the reason why we call 8 the gap function
of £.

One can potentially develop this connection with random walks on expander walks further
by noticing that our random walk can be modeled using a supermartingale. One can then
try to show that as the random walk approaches convergence, it endows a uniform or a
near-uniform distribution over the set of all global minima. In an expander random walk
this uniform distribution is over the set of all nodes. In a certain sense, because we are
always picking a random G} q (defining the set of hyperplanes containing z; in the ith
iteration of the Algorithm 2.1), our random walk gives a similar sampling strategy, but
over the set of all global minima, as does a random walk on an expander graph.

2.5 Robustness

For any smooth function ¢, by Theorem 2.1 we know that Algorithm 2.1 converges towards
its minimum «. However, in practice, the algorithm might converge to a point different
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from the global minimum (see Section 2.6). In this section, we discuss why this can happen
and what this means for the robustness of the solution obtained from Algorithm 2.1 under
perturbations in the training data. The noise model we use in this section was described in
Section 2.2.

2.5.1 Ignoring a small set

Let f be a function on the Grassmannian. Consider the situation where there is a set U of
small measure on which the function dips dramatically compared to the measure of U. In
this case, the minimum of f outside of U may be substantially larger than the minimum of
f over its entire domain. The variance of f on this restricted space might still be almost
the same as its variance on its entire domain. By only considering the space outside U, the
gap parameter increases substantially. This means that the value of f, at a random point
on the Grassmannian, will have a higher probability of being close to the minimum outside
of U than the one on the entire space. Mathematically, this can be formalized as follows:

Lemma 2.4. Let G be a compact Lie group with a normalized measure. Let H be a closed
subgroup of it. Let G/H, the quotient of G with respect to H, have a normalized measure on
it. Let f:G/H — R be a smooth function such that fG/Hf =0. Let o = mingeq/p f(7),

2 —al?
B =max,cq/p f(x) and o’ € (o, B). SetU = {x: f(x) < '} and e = |,8H_f£?‘2 —2|U| |‘,§j—a’|\2'
Assume € > 0. Then,

o f@) — o/ < (1= VOB —a)}| = ¢/2.

One way of interpreting this is that random sampling is blind to the bad behavior of
the function on small sets in its domain. Leaving out the small set, we get a better gap
parameter for the minimizers of our loss function ¢ that lie outside this set. In the next
two subsections, we will discuss the implications of this for the robustness of Algorithm 2.1.
But first we use Lemma 2.4 to give a new convergence result.

Define a function ¢,/ as £, := max(¢, /) for some o/ > «. With Lemma 2.4 in tow, we can
now study the convergence properties of Algorithm 2.1 towards o’ even when the algorithm
uses £ in its execution. We therefore obtain the following theorem:

Theorem 2.2. Let £ : RY — R be a smooth loss function and o = min, £(x). Choose

o >« and set Ly = max({, ). Let 0, , be the gap function of Lo Assume 0 , > 1—6
for some § > 0. Then, for all g and v in (0,1), with N = lﬁ)ggg/;; and T = %,
with probability at least 1 — ~y, Algorithm 2.1 finds an x € R* such that

() — o < eo(l(z0) — ).

Note that ¢/, as defined, might not be a smooth function. But that does not matter since
we only use it to compute 6y, theoretically. It has arbitrarily close smooth approximations
that yield the same 6.

2.5.2 Gap parameter as a measure of robustness

In the last section, we saw that leaving a “part” of the function out can increase the gap
parameter of the minimizers of the loss function £. In general, the value of £ on it’s domain
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Algorithm 2.2 Our Robust Random Walk
Input: /:R? > R,z0 e RL1<k<d0<by<1/2,N >0

1: T+ ﬁ

2: fori=1,...,N do

3: Sample 71, ..., nr uniformly from G}, 4
4: Yyj < argmingeq, |4y £(y) for j € [T
5: T < argminge, o1 £(y)

6: return =y

can vary between the maximum and minimum value of £. When set to the maximum
value, the gap parameter for the corresponding solutions will be 1 and when set to the
minimum value, it will have the smallest possible value for this function. We hypothesize
that for a solution x returned by Algorithm 2.1, its gap parameter dictates its robustness
as a minimizer of /.

When an adversary introduces a perturbation A to the data matrix, if it is able to corrupt
the solutions on most of G}, 4 then the loss function is highly unstable, and there is little
hope to build any protection against perturbations. But if we look at the class of loss
functions for which most of this perturbation is limited to a small subset of G}, 4, then
for such functions it is natural to aim to find solutions which lie outside of these easily
corruptible subsets. Since, by Lemma 2.4, the gap parameter directly measures the size of
the set that lies close to a given target value o/, if this set is small, it makes the solutions
corresponding to this target value more susceptible to noise and hence less robust. This
is why it is reasonable to use the gap parameter as a measure of robustness. With this
motivation we give a modification of Algorithm 2.1 which can be used to optimize £ up to
an o/ with a desired gap parameter. We present this in Algorithm 2.2 and prove that it
finds the correct o’ in Theorem 2.3. Note that Algorithm 2.2 does not need o’ as an input
parameter.

Theorem 2.3. Let ¢ : R — R be a smooth loss function. Then for all N > 0 and
0 < 6y < 1/2, Algorithm 2.2, with probability at least 1 — 3/2N, converges to an o with
0(ly) > 0o, i.e., it finds an © such that

N
lr)—d < (1 - \/290> (U(zg) — ).
We provide a proof of this theorem in Appendix 2.7.7.

2.5.3 Dependence of robustness on k

Up until now, we have discussed the convergence properties of the random walk, and iden-
tified the gap parameter as an important parameter controlling both the convergence and
the robustness of the solution. In this section, we discuss how the choice of k, the dimen-
sion of the planes in which the optimization problem is solved, affects the algorithm and in
turn informs the gap parameter of the solution retrieved. This subsection is best read in
conjunction with Section 2.6 where our experimental results are presented.
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A general trend in our experiments, across a range of models, is that for smaller values of
k the learned models usually have very good loss values and robustness properties. As k
increases, the loss might improve, but at the cost of decreased robustness. For example,
in experiments with neural networks, the models learned with a smaller value of k& do
drastically better on backdoor attacks than the models learned without Algorithm 2.1
while achieving similar accuracy to the latter on clean test data.

As k decreases, the way the optimization problem is adapted to the respective Grassmannian
changes, seemingly hiding solutions which are more susceptible to noise in the small sets
as discussed in the last two sections. Surprisingly, the solutions retrieved still have close
to optimal loss values. We believe that this robust behavior can be attributed to the
difficulty of constructing perturbations which can simultaneously affect a large portion of
random projections of the data matrix. Choosing k appropriately, we can control the
trade-off between obtaining a solution with an optimal loss value and a solution with better
robustness properties.

2.6 Experiments

In this section, we show the versatility of our technique by testing it on a wide range of
models: Linear Regression, Logistic Regression, SVMs and Neural Networks. We use both
synthetic as well as popular evaluation datasets.

Implementation details. To simplify the implementation, we work with a modification
of Algorithm 2.1 for our experiments. This modification is presented as Algorithm 2.3
in Appendix 2.7.8. It replaces hyperplanes in Algorithm 2.1 with subspaces, which are
hyperplanes that pass through the origin.

Picking a random subspace. One important step in Algorithm 2.3, used in all the
experiments below, is that of picking a random subspace containing a given vector z € R
To do this, we consider two different techniques:

1. In the first technique, we start by constructing a basis U for the space orthogonal
to x by taking the singular vectors corresponding to non-trivial singular values of
the matrix Iy — zo” /||z||?, where I  is the d x d identity matrix. We then sample a
mean 0 and variance 1 gaussian i.i.d. matrix of size (d — 1) x (d — 1) and construct
V e RE-1Dx(+=1) the matrix whose columns are the top k — 1 left singular vectors of
the randomly sampled matrix. Our desired random supspace then is the span of the
column space of UV combined with z.

2. In the second technique, we start by constructing a d x k matrix U by keeping its first
column as x and filling the rest of it’s entries with gaussian i.i.d. random variables.
We then do a QR decomposition on U and use the orthonormal matrix obtained from
this decomposition in our algorithms. Note that the span of this orthonormal matrix
will always contain x.

While the first method will provably generate a uniformly random subspace containing x,
the second method has no such guarantees. But the second method is computationally
much faster when d is large and hence is used for all our deep learning experiments.
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Figure 2.1: Plots for Algorithm 2.3 run on Linear Regression. We compare the loss of the
solution retrieved for different values of k with the loss of the solutions retrieved by ridge
regression with regularization parameters set to 5, 15 or 25. The dark lines correspond to
the mean and the shaded area to one standard deviation over 10 runs of the experiment.
We see that the linear regression models retrieved by Algorthm 2.3 have losses comparable
to those of the regularized models learned with ridge regression.

2.6.1 Linear Regression

For linear regression experiments, we work with synthetic data in 100 dimensions with
1000 data points. The behavior of a linear regression instance is largely determined by the
condition number of its data matrix. Accordingly, we study the effect of our algorithm for
data matrices with preselected condition numbers.

For a given condition number, we generate an instance whose singular values are equally
spaced between a top singular value of 100 and the corresponding least singular value.
We generate a regressor vector by setting the last five values to 1 and by picking other
coordinate uniformly at random between 0 and 1. The idea here is that in real world data,
the top singular vectors usually correspond to the signal whereas the last singular vectors
correspond to the noise. We might be able to get a solution with a lower loss by fitting to
the last singular vectors, but this would be overfitting to the training data. We can avoid
this by using some regularization technique like ridge regression (see Section 3.4.1 in Hastie
et al. [47]). Using this setting, we want to demonstrate that for an appropriate choice of
k, Algorithm 1 retrieves solutions which have loss corresponding to different choices of the
regularization parameters in ridge regression. We repeated the experiments 10 times and
report the mean and standard deviation in our plots. The results are presented in Figure
2.1. This shows that linear regression models trained with Algorithm 2.3, avoid fitting to
the noise in the problem, and hence can be expected to have robust behavior.

2.6.2 Logistic Regression and SVMs

For binary classification experiments, we use a subset of the MNIST dataset by sampling
100 images corresponding to a pair of digits to construct our training dataset, and 500
images to construct our testing dataset. We then use SecML [82], a library for secure
and explainable Machine Learning in Python, to poison the training dataset to degrade
the performance of the learned classifier. The library implements the attack from [27] to
generate poisoned datasets for logistic regression and the attack from [13] for SVMs. We
study the effect of poisoning an increasing number of points on various choices of k for
Algorithm 2.3. As a baseline, we compare this with the accuracy obtained by training the
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Figure 2.2: Plots for classifying pairs of digits from MNIST dataset using the logistic
regression and SVM models trained with Algorithm 2.3. We poison the datasets using
SecML [82] and compare the accuracy of a solution retrieved by Algorithm 2.3, for various
values of k, to the solution obtained by directly learning the classifier on the poisoned
dataset (this corresponds to the baseline). For reference, we also give the accuracy of the
model trained on the clean data in the plots. The dark lines correspond to the mean and
the shaded area to one standard deviation over 10 runs of the experiment. We see across all
the plots that training with Algorithm 2.3 yields models with substantially better accuracy
in presence of the data poisoning attacks.

corresponding classifiers without Algorithm 2.3. We also give the accuracy for training the
classifiers without Algorithm 2.3 on a dataset with no poisoned samples. We repeated the
experiments 10 times and report the mean and standard deviation in our plots. The results
are presented in Figure 2.2. As we can see, the models obtained from the training with
Algorithm 2.3 give much better accuracy than those trained without it. Observation also
indicates that the accuracy is generally better for smaller values of k. We note that SVM is
not a “smooth” optimization problem per se, but Algorithms 2.1, 2.2 and 2.3 are still well
defined for it.

2.6.3 Neural Networks

In this section, we discuss the efficacy of Algorithm 2.3 against backdoor attacks in deep
learning. The agenda of a backdoor attack is to emanate a specific response from a trained
network when a test image has a special patch of pixels (the backdoor) overlapped on it.
This attack can be used to misclassify images during testing. To carry out such an attack,
an adversary introduces a set of images with the backdoor attached to them, and with
their labels set to a desired label in the training dataset. The network then runs the risk
of learning an association between the backdoor and the desired label, while ignoring the
true label of the image entirely.

Attack from [100]. For our experiments, we use the implementation of this attack pro-
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Figure 2.3: Accuracy plots for MNIST against a backdoor attack presented in [100]. A
feedforward neural network is trained with Algorithm 2.3 for different values of k£ with
poisoned samples in the training data. We report three metrics: 1) accuracy on a clean
test set which doesn’t contain any images with the backdoor, 2) accuracy on a poisoned
test set which contains images with the backdoor, 3) accuracy of the attack, i.e., images
with the backdoor getting classified as intended by the adversary. We compare the results
against the same model trained directly (this corresponds to the baseline). The dark lines
correspond to the mean and the shaded area to one standard deviation over 5 runs of the
experiment. At 0.3 fraction of the training, a modest decrease in the clean accuracy of the
models trained using Algorithm 2.3 yields substantially better accuracy on the poisoned
data set while also considerably decreasing the accuracy of the attack.

vided in the ART toolbox [87]. In this attack the backdoor is inserted only into images
corresponding to a target label. This is done to avoid the filtering of clearly mislabeled
poisoned samples by human inspection. We work with the MNIST dataset. Our model is a
fully connected MLP with three hidden layers and 100 neurons in each layer. For training,
we use the Adam optimizer. A baseline model is trained on the poisoned dataset for 10
epochs. For training with Algorithm 2.3, we set N = 10. To solve the problem in the
subspace selected in a given iteration of Algorithm 2.3, we train the network for 5 epochs.
The models are evaluated on a clean test set as well as a poisoned test set which consists
of images corrupted with the backdoor. We repeated the experiments 5 times and report
the mean and standard deviation in our plots. The results are presented in Figure 2.3. The
baseline model corresponds to & = 784, which is the full dimension of the problem.

Since the parameters of an MLP are distributed across different layers and neurons, treating
them as part of the same Euclidean space and working with the subspaces of this single Eu-
clidean space is unnatural. Instead, we work with the parameters of each neuron separately
by treating them as living in their own Euclidean spaces, and sampling different subspaces
for each of these spaces individually when running Algorithm 2.3. This corresponds to
working with a finite product of Grassmannians, which is still the quotient of a compact lie
group (the group now will be a product of the same number of orthonormal groups). All
theoretical guarantees hold in this setting, since the underlying mathematics is based on
compact lie groups.

As we can see in Figure 2.3, the models trained using Algorithm 2.3 are able to achieve an
accuracy on the clean test data which is close to that of the accuracy of the models trained
without it. At the same time, their accuracy on the poisoned test data is substantially
higher and thus the success rate of the poisoning attack substantially smaller. Specifically,
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Figure 2.4: Accuracy plots for CIFAR-10 against the backdoor attack presented in [93].
A CNN based architecture is fine-tuned with Algorithm 2.3 for different values of k£ on a
training set which contains poisoned data points. We report three metrics: 1) accuracy
on a clean test set which doesn’t contain any images with the backdoor, 2) accuracy on a
poisoned test set which contains images with the backdoor, 3) accuracy of the attack, i.e.,
images with the backdoor getting classified as intended by the adversary. We compare the
results against the same model fine-tuned directly (this corresponds to the baseline). The
dark lines correspond to the mean and the shaded area to one standard deviation over 5
runs of the experiment. We see that the models trained with Algorithm 2.3 not only have
better accuracy on the clean test set, but also have better accuracy on the poisoned test
set and are able to substantially decrease the accuracy of the attack.

around the 1/3rd training mark, the accuracy of the models trained with Algorithm 2.3
with & < 15 is greater than 80%, while those trained without it have an accuracy of less
than 40% on the posioned test data.

Attack from [93]. For this attack too, we use the implementation provided by [87]. The
intent of the attack is the same as the previous one. It is constructed in a manner so that
the poisoned image is closer to the desired target image in the feature space while visually
being indistinguishable from its source image. In [93], the authors show that the attack is
robust against many existing defense mechanisms.

For our experiments, we work with the CIFAR-10 dataset and the CNNs-based architecture
used by [87] in their demonstration of the attack. We do not attempt to optimize any
hyperparameters to improve the clean classification accuracy of the used model. Instead,
we choose to work with the experimental setup of [87] to demonstrate the versatility of our
technique. In their setup, the poisoned dataset is used only in the fine-tuning step where
all but the last fully connected layer (which has a hidden dimension of 4096) are frozen.
We use Algorithm 2.3 on this last layer, modifying it in a way similar to what we did in
the last section.

We pretrained a model for 200 epochs using SGD with learning rate 0.01, momentum
0.9 and weight decay 2 x 1074, reducing the learning rate by a factor of 0.1 after 100
and 150 epochs. For fine-tuning we reinitialize the last layer with gaussian i.i.d. random
variables and train for another 10 epochs. For fine-tuning with Algorithm 2.3, apart from
reinitializing the last layer, we use N = 10 and to solve the problem in the selected subspace
of each iteration, we train for 1 epoch. We repeated the experiments 5 times and report
the mean and standard deviation in our plots.
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We present the results of our experiments in Figure 2.4 and consider three metrics: accuracy
on a benign unpoisoned test set, accuracy on a poisoned test set, and the success rate of the
attack on this poisoned test set. As we can see Algorithm 2.3 does not affect the accuracy of
trained model on the benign samples, while drastically increasing its accuracy on poisoned
samples and drastically decreasing the efficacy of the attack on the same samples, especially
for smaller values of k.

2.7 Proofs

We present the details left out from the main body of the paper here.

2.7.1 Proof of Lemma 2.2

Proof. Since f is a non-constant smooth function with zero mean, we have, by Kazhdan’s
Property (T) that there exists a v € G such that

1f =~ 17> e IfI

where ¢ is the Kazhdan constant of G. Define h : G — [0,1] as h(g) = %. Let

Uec :={g: h(g) > €}. Then, we have by Lebesgue integration,

1

_ = P e IR
O/\Ug\de—/ch(g)dg— Toar ZT5—aP (2.2)

Since f is a smooth function, |U| is a continuous non-increasing function of €. Moreover,
|Up| =1 and |U;| = 0. From this we have the following upper bound for any € € [0, 1],

1
/|Ue|de <+ |U. (2.3)
0

Let € € [0, 1] be such that |Uy| = €’. Substituting this ¢’ in (2.3) and using the lower bound
from (2.2) we get ¢ > /I’ For this €, since |Ug| = €/, we also have |Uy| > clfI® - Ag

2[p—al?" , 2[—af?"
|Ue| decreases as € increases, we can select ¢ = % and for this € we will still have
|l f11?
Vel 2 555

Now, using the definition of h, for every g € U, we have
o~ 2
1f(g) =~ J;(g)l 7
|8 —

On taking the denominator to the right and taking a square root on both the sides, we get
either

flg) =7 flg) > Ve(B—a) or v-fg)— flg) > Ve(B—a).

Since both f(g) and 7 - f(g) are less than 3, we can substitute f(g) with it in the first
equation and v - f(g) with it in the second equation. We get

B—7-flg)>VeB—a) or B—flg)>Ve(B—a)
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On rearranging, we get
1 f9) <B-VeB-a) or flg)<B-Ve(-a)
Now subtract a on both sides to get
7 fl9)—a<(1=V)B-a) o flg)-a<(1-V)E-a)

Since the above statements are strict inequalities, when either of them is true, there will
exist a small ball around g contained in U, such that the corresponding inequality will also
be true for every element in this small ball. Let U} be the union of such balls corresponding
to the set for which the first inequality is true, and let U? be the corresponding union for
which the second inequality is true. By construction, both sets are open. Also, they are
measurable as the Haar measure is a Borel measure by definition.

Now, every element of U, will belong to one of these two sets, hence |U}| +|U2| > |U,| and
at least one of them will have a measure greater than or equal to |U¢|/2. Since the measure
is left-invariant |y - U2| = |U2|. This gives us the conclusion. O

2.7.2 Proof of Corollary 2.1

Proof. Consider the following integral for a non-constant zero-mean smooth function f :

G — R,

Lis =512 = [ [ (6= 1(0)dacy
= [ ] 0r+ 10 0 = 20(0)50-9) dos
”/f2@+//f Mmyz/f /f 9)dvdg
@/Gf(g)zngr/Gf(g)ng—?(/wa*)dﬂ (/Gf(g)dg)
D2 [ fardg

=2||f|”

where we change the order of integration for the last term in (a), use the invariance property
of the Haar measure for compact Lie groups to simplify the second and third term in (b)
(left invariance for the second term and right invariance for the third term) and use the
fact that f is mean-zero for (c).

Using mean value theorem and the above calculation we see that there exists a v € G such
that,

1 =~ FIP = 2[1 7% (2.4)
From here on we proceed exactly as we did for the proof of Lemma 2.2 but with fewer
details. Define h : G — [0,1] as h(g) = W. Let U == {g : h(g) > €}. Then, we

have by Lebesgue integration,

1
2 2
[1dac= [ nioyig =122 S 211
0 G

B-af “J8-af
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2
Since, |U| is a non-increasing function of € and, |Up| = 1 and |U;| = 0, we have |U| > L1l

1712 e
for e = Bal?"
Now, for g € U, we have, either
flo)—a<@-Ve(B—a) or, v-flg)—a<(l-Ve)(B—a)
This gives us the conclusion. O

2.7.3 Proof of Lemma 2.3

We use the following lemma on the existence of an invariant measure on quotient spaces
for our proof:

Lemma 2.5 (Theorem 1.9 and Remark on page 93 of [49]). Let G be a compact Lie group
and H a compact Lie subgroup of G. Then there exists a unique normalized left G-invariant
measure dz on G/H such that for all f € C(QG)

/f dg—/G/H/fx h)dhdz

where dg and dh are normalized left-invariant measures on G and H respectively.

Proof of Lemma 2.3. Consider any function ¢ : G/H — R. Since G = ey (G/H) - h),
we can define a function ¢’ : G — R as t/(z - h) = t(z),Vh € H and « € G/H. Define f’
using f similarly. Corollary 2.1 gives us an estimate on the measure of the “good” subset
of G for f'. We will use Ug to denote this set and Ug/g to denote a corresponding set on

G/H for f ie.,
(@) =7 f@)]?
Ug/g = {x : > €
/ 5 —af?
where € here is the same as in Corollary 2.1 and, « and g are the minimum and maximum
values of f respectively. Note that they are also the minimum and maximum values of f’
respectively. This follows from the definition of f’.

Now, let dg,dh and dz be normalized measures on G, H and G/H respectively. Using

Lemma 2.5 we can write
/t’(g)dg :/ / t'(z - h)dhdz
G G/H JH

= /G . /H t(z)dhdz

Note that f’ is constant on the cosets gH of H in GG. This means that for any g in the good
set of f’, the good set will contain the entire coset gH. Set t = 1{r€Uc/H} in the above

calculation, then ¢ = 1ygcp,1. We get that measure of the good set of f on G/H will be
the same as the measure of the good set of f on G. This gives us the conclusion. O

32



2.7.4 Proof of Lemma 2.4

Proof of Lemma 2.4. We first prove an equivalent statement over the group G in Lemma
2.6, then we can use the same machinery as we did in proving Lemma 2.3 from Corollary
2.1 to transfer the estimate from the group to it’s quotient to get the full proof. The details
are straightforward. O

Lemma 2.6. Let G be a compact Lie group and let f : G — R be a smooth function such that

Jof=0. Leta = mingegf( ), B=maxgeq f(g) and o/ € (o, ). Set U ={g: f(g9) <}

1713 |8—al?
and € = = a?‘g — 2\U||B o2 Then,

{g: flg) =o' < (1= Ve)(B—a)} = ¢/2

Proof. The proof proceeds in a manner similar to that of Corollary 2.1. We provide the extra

details needed here. Define h : G — [0, 1] as h(g) = W andlet V=UU~y"1.U.

We consider integrals over the space G\ V. To do this we use the normalized measure dg on
G and divide it by |V so that the resulting measure is normalized over G \ V. We denote
this measure by dgy. We use | - | to denote the size of a set w.r.t. this measure.

Now, let Ue == {g : h(g) > €,9 € G\ V}. We use the measure dgy when measure the size
of the set U.. We have,

1

/ Ulvde @ / h(g)dgy
a\V

0
/ If(g)*wf(g)!ngV
a\v

~

6 —a|?

® 1 1f(9) = flg)
BREETLE </G\V G\ V] dg)

Grvig—an (L@ = 1@~ [ 1) -7 sta)as )

If =~ fII2 = VI8 — of?

—
3}
~

>

S G\VIB-aP
@ 2|2 = V|| ~ of
= TIG\VIIE - P

where we use Lebesgue integration in (a), we change the measure from dgy to dg in (b),
use the upper and lower bound on f to get (¢) and use (2.4) to get (d).

Since, |Ue|y is a non-increasing function of € and, |Up|y = 1 and |U;|y = 0, using the same

2/l 12=|V]|B—af? 20lfI2=|V][B—al?

ideas as in proof of Corollary 2.1 we have |U|y > for e =

2[G\V][f—a |2 , 2|G\V||5—C¥’\z '
Moreover, since |Ue|y = |c|:\\|/| we have |Ue| > ”fH 4= [f=a /|2 > |/8Hi”¥,‘2 — 2|U||‘§:3,|‘2.

Now, for g € U, we have, either
flg) =o' <A =Ve)(B—a') or, v-flg)—a <(1—-Ve)(B—d).

Using the same argument as in the proof of Corollary 2.1 we get the conclusion. O
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2.7.5 Proof of Theorem 2.1

Proof. We use the notation set up in Section 2.3.2 for this proof. At step ¢ of Algorithm
2.1, from Lemma 2.3, we know that we can find an 7; such that

Liwi1,m) = m(@io1) < (1= v/26(5i1)) (M(@i1) = m(i-1)) (2.5)

with probability at least ©(x;—1). Since O(z;—1) > 0(¢) > 1—§ and, as we sample 1" points
in each iteration and take the minimum over these samples, the probability that we will
find one such point amplifies to 1 — 67 .

The probability of this happening for all N iterations of the algorithm is (1 — 67)N. We
want this probability to be greater than 1—+. Set (1—67)" > 1—+ and take the logarithm
on both sides. Rearrange, and we get N log ﬁ < log ﬁ Now, we use the following
approximations to simplify further:

2 3t

1-1¢

Using these approximations it is sufficient to work with N§7 < 3/2. Taking logarithm on
both the sides again and rearranging we get,

log N +log2/3~

T>
- log1/d

This gives us a bound on the number of samples we need to draw in each iteration of
Algorithm 2.1.

Now, we need two facts to proceed:
1. m(x) is a constant function with value o
2. Vi€ [1,T], M(z;) < L(wi—1,m)-

To prove the first we proceed as follows. Recall @« = min, £(z). Then for k > 2, Va, m(z) =
«. This is because, for any given x, there exists a k-plane that passes through z and a
global minimum of .

To prove the second, notice that x; is an argmin of £ in the k-plane x;_1 +n;. This k-plane
will correspond to some 1 € Gy, q such that x; +7n7 = x;_1 +n;. Moreover, on any other
k-plane that contains x; the minimum value of ¢ will be upper bounded by ¢(z;). Hence
M(xl) = maxn L(xi, 77) S e(l'z) = L(l’i_l, 172').

Using the above two facts we can rewrite (2.5) as,
Uz;) —a < (1 - 2@(x,~_1)) (6(zi1) — ).
Conjugating this over all N steps we get,

N
fan)—a<]] (1 - \/2@(@)) (6(z0) — ).
=1
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For convenience, we loosen this equation a bit by dropping the 2 in the equation and
substituting O(x) with 1 — ¢ to get,

fa) —a<(1- m)N (Uzo) — ).

We want (1 —/1 - 5)N < €. This gives us N > mg(iclgig\/ofa)‘ This can be further

simplified as follows:
log g
N >
~ log(1—+/1—-9)
;) logey  log1/eg
~ logé/2  log2/d

—~

where we use the fact that /1 — 0 < 1—§/2 for 6 > 0 in (a). This completes the proof. [J

2.7.6 Proof of Theorem 2.2

Proof. The proof here is exactly the same as the proof of Theorem 2.1. O

2.7.7 Proof of Theorem 2.3

Proof. Let = max, (), then 6(¢3) = 1. Now, if §(¢y) > 0y, the theorem is trivially true.
So we suppose that this is not the case. Since # as a function of ' is continuous there
exists an o' such that 6(¢,) > 6.

Now, let 6y = 1 — §. In step i of Algorithm 2.2, with probability greater than 1 — §7 we
find an x such that

Uz;) — o < (1 — V21— 5)) (U(zi41) — o).
By composition, after N with probability greater than (1 — §7)" we have,

Uay) — o < (1 ~ /20— 5))N (6(x0) — o)

= (1 V) (o) e

Now, we need to lower bound the probability of success (1 — 67)Y. To do so we consider
the negative logarithm of this quantity,

1
—Nlog (1—(1—6p)T) = Nlog <1_(1_90)T)
(a) —6p)"
< 31‘7(12‘90)

_ 3N oT log(1—60)

2
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Algorithm 2.3 Random Walk for the experiments

Input: £:R? 5 R,z0 e R4, 1<k<d, N>0
1: fori=1,...,N do

e =)
3: Sample 7 uniformly from Gy_1 4-1
4: T < arg mingeq(z,_, ) £(v)

5. return xy

2log N

where (a) follows from the inequality log %_t < % for all ¢ > 0. Setting T' = oz 1/(1=00)

get

we

3N

—Nlog (1 —(1- QO)T) < 72—210gN
3N 1 3

<——=—.

- 2 N2 2N

Hence, the probability of success is at least 273/2NV > 1 — 3/2N for all N > 0. This gives
us the theorem. O

2.7.8 Implementation details

Instead of working with Algorithms 2.1 and 2.2 as they are, we modify them a bit to make
them more implementation friendly. To do this, we make two modifications:

1. First, redefine the function L defined in Section 2.3.2 by changing its domain. To do
this, define 7 : G1,g X Gj—1,4—1 = Gp,q as described now. For (x,7) in the domain of
pick a fixed basis, represented by a matrix U € R¥(@=1) for the space z+ orthogonal
to x in R%. Note that 2" is a (d — 1)-dimensional space. Pick 1 from Gr-1,4—1 and
use a matrix V € RA-Dx(k=1) 4 represent it as a subspace of R%~1. Then construct
a (k — 1)-dimensional subspace of z by considering the subspace spanned by UV.
Note that this subspace will live in R? and will be orthogonal to . The image of
(z,n) under 7 is the k-dimensional space spanned by x and 7,1 .

Now, define L : G1 g X Gr—1,4-1 — R as follows:

L(z,n) = yeI?(ifn) (y)

2. Second, we do not sample multiple subspaces in each iteration. This decreases the
computational complexity of the algorithm and is motivated by empirical observa-
tions.

We present the modification of Algorithm 2.1 that we use in our experiments in Algorithm
2.3.

The reason why we do not work with this formulation is to avoid using too many unnecessary
theoretical concepts that might obscure intuition. To theoretically analyze Algorithm 2.3,
mathematically the correct manifold to use is a degenerate flag manifold [69] instead of
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G1,4 X Grp—1,4d—1- The theoretical analysis still remains the same as it is mostly concerned
with the use of the Grassmannian as the second space in the product manifold. However,
this version of the algorithm is much easier to implement since it eliminates the affine

component present in Algorithms 2.1 and 2.2.
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Part 11

New perspectives on Euclidean
optimization
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3 | FEuclidean optimization on the
Grassmannian

Let f : R? — R be the function that we want to minimize. Let us assume that we are given
a black box that solves any Euclidean minimization problem of dimension k < d. How can
we use this black box to solve the d-dimensional minimization problem defined by f7 We
studied one approach to this problem in Chapter 2, but as we saw, that approach has an
inherent robustness because of which it might not always yield the true optimum of f. In
this chapter, we develop techniques which differ from those in Chapter 2 in the sense that
they aim to find a true minimum of f.

We proceed in a way similar to Section 2.3.2 by defining an alternative optimization prob-
lem. But instead of working with R? x Gr,q we work only with Gy 4. Let us define
F: Gk,d — R as:

F(n) :== min f(x) (3.1)
ren
As it turns out, Gy g has the structure of a differentiable manifold which can be used to
construct an array of familiar optimization techniques on it. For our purpose of optimizing
F we will work with gradient descent as outlined in Algorithm 1.1.

In this chapter, we first discuss the differential geometry of the Grassmannain in Section 3.1,
then we present the various calculations needed to realize the gradient descent procedure
with the specified geometry in Section 3.2. Finally, we present our convergence results in
Section 3.3.

The main purpose of this chapter is to demonstrate an alternative perspective on how Eu-
clidean optimization can be approached. We do not compare the technique developed in this
chapter with existing techniques in terms of either experimental evaluation or convergence
rates.

3.1 Differential geometry of the Grassmannian

We introduced the Grassmannian as the set of all subspaces in Section 2.2 where we studied
it as a quotient of the orthogonal group and used the Kazhdan property (T) satisfied by
the latter to obtain the main theoretical result of Chapter 2 on the Grassmannian. In this
chapter, we will be dealing with the differential geometry of this object.
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There are many different perspectives from which the differential geometry of the Grass-
mannian can be derived [8]. For our purpose, we look at the Grassmannian as a quotient of
the non-compact Stiefel manifold. This perspective was developed in [2] and we borrowed
most of the material in this section from there.

The noncompact Stiefel manifold ST}, 4 is the set of all d x k matrices of full rank. It can
be defined as:

STy = {Y € RP* . rank(Y) = k}

The span of the columns of every d x k full-rank matrix represents a subspace. Moreover,
for a given such matrix Y if we multiply it on the right by any full-rank k x k£ matrix, then
the subspace defined by the columns of the resultant matrix is the same as that defined by
the columns of Y. The collection of all k x k full-rank matrices forms the General Linear
group GLj; which acts over R¥. Hence, by taking the quotient of ST}, q with respect to
GLj, we get the Grassmannian Gy g4, i.e. Gy q = STy q4/GLy. Let m: ST, g — Gjq be the
map that takes a full-rank d x k& matrix to the subspace defined by the span of its columns.
Then the quadruple (GLy, ST} 4,7, G,q) is a principal GLj, fiber bundle with total space
ST} ¢ and base space G}, 4.

The benefit of using this perspective lies in the fact that locally, in an open neighborhood,
the Stiefel manifold ST}, 4 behaves like a Euclidean space Rk That is, it has a trivial
embedding in it. For any element W € ST}, 4 consider the open ball

U={Y e R |W =Yz < Anin (W)}

where A\pin (W) is the smallest singular value of W. All elements in U are full rank and
therefore belong to STj 4. Thus, around any point W € ST}, 4 we can find an open set
UC STyq and amap ¢ : U — R¥*k st. ¢ is an identity. This gives us a Euclidean
coordinate system around W, and enables ST}, 4 to inherit the standard metric from the
Euclidean space locally. One then obtains an easy-to-work Riemannian geometry for the
manifold and derivatives of functions defined on the Stiefel manifold can be computed as
their Euclidean derivatives locally. Now we can utilize this Riemannian geometry of ST}, 4
and the principal G Ly, fiber bundle mentioned previously to endow a Riemannian geometry
over G, q.

The process of endowing this geometry is certainly nontrivial and has been previously
studied in the literature in detail. To gain access to all details of this process, one will have
to study the structure of the principal fiber bundles [64, 65|, specifically concepts such as
cross sections, decomposition of the tangent space of the total space into horizontal and
vertical space and horizontal lift of tangent vectors from the tangent space of the base
space to that of the total space. One will then have to instantiate these concepts for the
specific principal fiber bundle in use by identifying the correct matrix representations of
the concerned geometric objects, for example as done in [35] for our case. And then bring
everything together as done in [2] to extract the differential geometry for the Grassmannian
out of that of the Stiefel manifold via the principal fiber bundle connection.

These concepts are required to build the necessary bridges to enable calculations using a
chosen full-rank matrix Y as a representation of a subspace, which is an abstract concept,
while remaining faithful to the geometry of the abstract manifold Gy 4. Effectively, we
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obtain formulae for various Riemannian quantities of G 4 in terms of the corresponding
Riemannian quantities of ST}, 4 that are readily computable.

We avoid these details and directly use the friendly formulae provided in [2]. We will need
to perform two major calculations to realize Algorithm 1.1. The first is to calculate the
gradient and the second is to calculate the subspace obtained by walking along the geodesic
defined by the gradient for a specific amount of time.

3.1.1 Computing the gradient

The Riemannian gradient of a function F' : G, 4 — R as such is a vector field which satisfies
the identity,

(VE,Ow =¢f, VE € TwGia
To work with this quantity over the Grassmannian we will compute the horizontal lift of it

over STy 4. Let W € STy g and W € Gy g be s.t. m(W) = W. Then for every £ € TGy q
there exists a unique horizontal lift ¢ € TwSTj 4. Moreover, according to Proposition

2.25 of [73], any smooth vector field on Gy, 4, like VF, has a unique horizontal lift VF on
STy.q st. drwVFw = VEFy. We will also need the function F' : STy 4 — R defined as
F(W) = F(x(W)).

Now, using formula (14) of [2], we can compute the horizontal lift of the gradient as
VFw =1 -YYOVFWYWTW (3.2)

where quantity VF can be computed as is done in an Euclidean space. We are thus equipped
to work with the gradients of our function.

3.1.2 Computing the geodesic

A geodesic on a manifold is equivalent to a straight line in Euclidean space. It is a curve
v :[0,1] = G 4 s.t. the “acceleration” of the curve, i.e., it’s second derivative, at every point
in its domain is zero. We use formula (19) from [2] which gives the formula of a geodesic
over the Grassmannian. Let Wy € ST}, g represent the starting point of the geodesic W(t)
and let the full singular value decomposition of WO(WOT WO)_l/ 2 be ULVT. Then we have,

W(t) = T1(Wo(WJ Wo) ™2V cos St + U sin t) (3.3)

3.2 Formulae for Gradient descent

In this section, we compute the formulae for the gradient of F' defined in (3.1) and the
corresponding geodesic over which we walk to realize Algorithm 1.1. We will only work with
matrices in ST}, 4 for which the columns are orthonormal, since this will greatly simplify all
our formulae.

Lemma 3.1. Let Y € ST}, 4. Assume that f has unique minimum over the span of Y. Let
xy, = argmin f(Yz). Then we have,
x

VFy = Vi(Yai)zh T
VFEy = Vf(Yal)atT
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Proof. Let 0E;; € R¥** be s.t. for i, j, AYj; = 6 and it is equal to 0 in all other co-ordinates.
Then we have

Y +AY)zy i ay)

— o~

Y + AY) (23 + Az}))

Yay + AYzy + YAz + AY Azy)

Yai) + VIYa) (AY 2y + YAz + AY Azy) + 0O(5?)
Yay) + 0Vif(Yay)(x3); + V(Y)Y Az + O(6?)
Yay) +6Vif(Yay)(zy); + O(6°)

where the last equality follows from the optimality of z5.. Now

~ min f((Y + AY)z) — min f(Yz)

3F(Y . hm $€Rk CCERk
aYij N 6—0 )
Y+ AY)3Y ay) — F(V )
= lim
6—0 )
i TOEY) Vi (Vg ) (@y); + O(F?) — f(Yay)
6—0 5
— Vi (Yay) (),
which gives us the first desired result. Substituting this in (3.2) gives us the second desired
result. <

Lemma 3.2. The subspace )’ obtained after travelling for time t on the geodesic starting
at the subspace Y with velocity VFYy is spanned by

Y' = |YZ} cos(S11t)

v/ (Yx}j) sin(Syt) YV

MNTE]

where T3y is a unit vector in the direction of x3,, V' € RF*k=1 45 o basis for the space
orthogonal to 7% in R¥ and 11 = ||z% |||V F(Y2%)] .

Proof. Let Y € ST}, 4 have orthonormal columns that span ). From Lemma 3.1 we have,
VFy = Vf(Yai )z T

Now, to compute the point at distance ¢ on the geodesic we use (3.3). Let USVT be the
compact SVD of VFy, then:

V=[zy V], Zu=lay|[VFYay)l, Zi=0fori#l

—ViYzy)
and Uy = -
IV (Yay)|
these can be plugged in to directly obtain the given formula. O
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3.3 Convergence Result

In this section, we present our convergence result in Theorem 3.1. Note that we get the
same rate of convergence as does the ordinary gradient descent on Euclidean space.

Theorem 3.1. For a convex function f with L-Lipschitz gradients, gradient descent over
Gra with a suitable step size gives a subspace ); s.t. starting from Yo we have

Yoy, -yt
g *‘ *) < 0
f(% xYZ) fly") < 9L

where y* is the global solution. Hence, in O (%) steps we can find a Y s.t. f(Yay)—f(y*) <

€.

Proof. For a suitably chosen ¢t > 0, from Lemma 3.2 the subspace )’ at iteration ¢ + 1 is

spanned by VHYE)
Ly

IVF(Yay)ll

We will now bound Hlle)l f(y) as follows: for any y;,y2 € R? by Taylor’s series expansion
ye)’

Y = Y.f*y COS(Ellt) + sin(let) Yv'

we know that there exists a z € R s.t.

Fon) = fy2) + V) (o — 1) + %(Z/l —y2) "V fy2) (y1 — 2)

Since f has L-Lipschitz gradients V2 f(z) < LI and we get

L
Flyn) < fy2) + VI(y2)" (1 —v2) + Sy = yal|? (3.4)
On choosing the following:

ViYay)
IVF(Yay)ll

and noting that y; € V' we get

y1 =Yy + |z || tan(X11¢) and yo = Yay

min f(y) < f(y1) < f(y2) + [V (g2)llllzy || tan(Xa1t) + gllw*yll%anz@nt)

yeY’
On setting tan(X11t) = _W we get
Ly |
N . Vf(Yay)|?
P ai) < f(vay) - VD (35)

From here the proof follows exactly as in the case of gradient descent (see (6.3) in [1] and
the proof thereafter) to give after ¢ iterations a subspace )); s.t. starting from )y we have

Yoy, — y*II?

F¥iag) = fly) < 2

where y* is the global solution. ]
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4 | Fuclidean optimization on the
Multinomial manifold

In the previous chapter, we formulated Euclidean optimization over the Grassmannian. In
situations where the function f is defined using a data matrix A € R™*? the technique
effectively reduces the column dimension of the data matrix from d to k for the smaller
sub-problems that it uses the black box for. For example, in the case of linear regression,
the parameters z € R? are multiplied with A to get Az. When we restrict this problem to
a subspace defined by the columns of a matrix W € R¥* we essentially only work with
x of the form Wy for y € R¥. This means that the smaller-dimensional problem is defined
by the matrix AW whose column dimension now is k.

In this chapter, we develop a different technique which can be used to reduce the row
dimension of the data matrix for a certain class of optimization problems. We formulate
this by taking convex combinations of the rows of matrix A. This requires using the
Multinomial manifold P, , which is defined as follows:

Prp={Y €R™™:Y >0and Vj € [m], Y ¥;; =1}

Setup. Let A € R"*? be the data matrix, z € R?, f: R 5 R,g:R* - Rand ¢: R - R
be functions s.t.

f(z) = g(Az) = Z ¢(a] )

where a; is the i-th row of A. Many popular machine learning models like logistic regression
and more broadly generalized linear models can be written in this form.

For Y € P, consider the matrix YT A. The rows of this matrix are convex combinations
of the rows of A. To define a problem using a smaller row dimension data matrix, we define
a function f: R 5 Rand g: R™ - R as

. m

fla) =g(vTAz) = " o((Y" Ax);)

i=1

Let x5, be the minimizer of f Then f(x} ) quantifies how well the solution obtained for f
works for f. This gives us a way of defining an optimization problem over the multinomial
manifold. Define F': P, , — R as follows:

F(Y) = g(Axy), where 2§ = arg min g(YT Az) (4.1)
zeR
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Since P, , can be endowed with the structured of a Riemannian manifold, we can use
Algorithm 1.1 to optimize F. To flesh out the details of this technique we first describe the
differential geoemtry of P, , in Section 4.1, we then provide the formulae for the various
Riemannian quantities in Section 4.2 followed by a convergence result in Section 4.3.

4.1 Differential geometry of the Multinomial manifold

We borrow the differential geometric treatment of P, ,,, including the gradient and retrac-
tion formulae as presented later, from [97]. In this work, P, , is treated as an embedded
Riemannian manifold of R™*™  equipped with the Fisher information metric defined as:

n m
U)ii ()i
v(&u,mu) = E E (o) ” ( L VU € Py and Véy,nu € Ty Pon
=1 j=1

4.1.1 Computing the gradient

Since we realize Py, ,, as an embedded submanifold of R"*™ we can use the formulae for the
Fuclidean gradient of a function and “project” it down to the manifold using the following
orthogonal projector w.r.t. the Fisher metric defined above. For Y € P, ,,, define the linear
function Iy : R™™ — Ty Py, ,, as

Iy(Z2)=2Z—-1.12)0Y

where 1,, € R™ is a vector with all entries as ones and ® is the Hadamard product (entry-
wise multiplication of matrices).

Now, to compute the gradient, define F' : R®*™ — R, the extension of F' from P, to its
ambient space R™*™ ags follows

F(Z) = g(Ax}), where 3 = arg min §(Z7 Ax)
zeR?

We then have the following formula for the gradient of F in terms of the gradient of F':

OF

VFy =1ly (82

® Y> (4.2)

4.1.2 Computing the retraction

In the previous chapter, to move on the Grassmannian we used a geodesic. But to move
on P, , we instead use retractions. Retractions are mappings from the tangent space of a
manifold to the manifold itself. In the case of P, , they are easier to compute than the
geodesics, so we prefer them.

At each point Y € P, , we define the retraction Ry : Ty Py — Py, for & € Ty Py,
as follows:
Ry (&y) = (Y @ exp(éy @Y)) @ (L 15 (Y @ exp(éy @ Y))) (4.3)

where © is the Hadamard division (entry-wise division of matrices) and exp : R™"™ —
R™ ™ ig the element-wise exponentiaion of matrices.
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In our setting, if we move for time ¢ in the direction VFy, we will use the retraction of
t - VFy on the manifold. Note that in the case where £y is of the type of VFy we can
simplify the retraction formula to the following:
))) (4.4)
Y

oF
1,17 el
y>>@<" "(YGeXp<aZ

4.2 Formulae for gradient descent

Ry(VFy) = <Y © exp (g}ZF

In this section, we compute the formula for the gradient of function F' defined in (4.1) in
Lemma 4.1.

Lemma 4.1. Let B = ZTA € R™*4, then for the function F defined as above, we have

OF (Z)
9z

= AwyVg(Axy)T A [BTVZ5(Bay)B] ' BTVZ5(Bay)+

~ * -1 * ~ *
A[B"V?g(Bxy)B]  ATVg(Ax%)Vg(Bay)"

Remark 4.1. Note that in the gradient expression of the above lemma, we have the gradient
of the local function Vg(Bxy) € R™, the hessian of the local function V2g(Bxy) € R™M*™m
and the gradient of the global function Vg(Axy) € R™. Also, note that if B is a full rank
matriz then the second term in the above expression should be zero because Vg(Bay)T will
be zero.

Proof. We have,

OF (Z)  0g(Axy)
0z —  0Z

*
oz,

0z

= Vg(Azy)TA (4.5)

To obtain the derivative of 27, w.r.t. Z we use the inverse function theorem. Since z3, is a
minimizer of the function f, we have BTVg(Bx%.) = 0. Define, ® : R™*™ x R — R? as

®(Z,z) = BT'Vy(Bzy)
and let ®;(Z,z) = ®(Z,z);. Then,

0%, 9B Vg(Bx)
ox’ 83&~

= Bpla(v%(f;w))p
= Bu(V*g(Bx))
= Bu(V*§(Bx))
= B/ V*§(Bz)B;

)g

a(B
pq o

X
M

quqi
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and,

09,  OB/'Vj(Bx)
oz oy A
d0(Vyg(Bx)) 0By ~
= Dpl EYAT £ + 8Zf1 (Vg(B:L‘))p

T o(zrA
= B (VB g ) ( % l)) (Vi(Ba)),
o(ZF Ax
= BV ot Au(V(BE)),

= B(V?§(Bz))p(Az); + Au(Vy(Bz)),
= B/ (V*§(Bz));(Az); + Au(V(Bz));

Hence,
i~ [ (525
oY OxP YA
= [BTV*3(Bx)B] " [BY(V*§(Bu));(Az): + ai(Vy(Ba));]
where a; is the i-th row of A. Substituting this in (4.5), we get the desired result. O

4.3 Convergence result

Now we will show that a line search-based gradient descent method on P, , will converge
to the solution of a convex function f. In Theorem 4.2 below, we show that if Y is a critical
point of F' then zj. is a critical point of f. Using Theorem 4.3.1 from [3| (which we state
below as Theorem 4.1 without proof), we know that the line search algorithm will converge
to a critical point of F'. Hence, if f has only one critical point which is its minima, then
Algorithm 1.1 converges to this minima.

Theorem 4.1 ([3]). Let {Yi} be an infinite sequence of iterates generated by Accelerated
Line Search. Then every accumulation point of {Yj} is a critical point of the function F'.

Theorem 4.2. Assume that for any y € R™ s.t. all coordinates of y are equal, y is not
a critical point of the local problem §(y). Also, assume that all critical points of f are
either strict mazximas or minimas, i.e., the hessians at these points are invertible. Then for
Y € Pyun, a critical point of F', x5, is a critical point of f.

Proof. Since Y is a critical point of F', we have VFy = 0. Now,
oF
VEy =1y <

azy®y>
OF
@Y(1n1£< @Y))@Y
Y aZY
OF
(] )er
.~ (5 (521,
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Since V i € [n],j € [m], Y;; > 0, to satisfy the critical point condition we have,

OF o (OF OF oF| \"
2 (1T (ZE oy - il (2] ) v,
(azy ( ”(azy® ))) 0= (az Y>ij <8Zy)j g

Since this is true for each i, j, we conclude that for each j, all the co-ordinates of (g—g ‘Y> '
J

is a rank 1 or a rank 0 matrix.

are equal. Which in turn implies that %’Y

Now, we will show that it cannot be a rank 1 matrix. We have,

oF ~ - -
57| = AeyVg(Aai) A [BTV5(Bx}) B] ' BTV2G(Ba )+
Y
A[BTV2G(Bay)B] T ATV g(Axy)Vi(Bay)”

This is a matrix of the form ulvlT + uzvg where u1,us € R™ and v1,v9 € R™. We consider
two cases:

1. ATVg(Ax3}) = 0: This implies that it’s a rank 0 matrix.

2. ATVg(Ax%) # 0: Since the hessian of the local problem }’vis invertible at 23, we have
that sz(a};) = BTV?§(Bx3})B is an invertible matrix which in turn implies that
BTV?§(Bua3) is a full rank matrix. Hence, [BTV?g(Bx})B] - ATV g(Ax}) # 0 and
v1 # 0. Now we consider the following sub-cases:

(a) ug = 0: This implies that Azj has all the coordinates to be equal, which in turn
implies that Bz§, has all co-ordinates to be equal. But such a point cannot be
a critical point from the assumption.

(b) u; = 0: This implies that Bz% = YT Az} = 0, but this cannot be a critical
point of g from the assumption.

(c) v = 0: This too implies that Az} has all the coordinates to be equal.
d) wq || ue: This also implies that Az} has all coordinates equal.
Y

(e) vy || v2: This implies that v{ B || vI B. But v B = Vg(Ax3,)T A and v B = 0,
the latter following from the fact that z3, is a critical point of f. This is a direct
contradiction to the assumption.

Hence, g—g is a rank 0 matrix.

Iy

Now, we show that if the matrix is rank 0 then ATVg(Az}) = 0, establishing that 2} is a
critical point of f. From the arguments used above we know that u; # 0, hence vy = 0. But
V2f(z%) = BIV2§(Bx})B is invertible and BT V2g(Baz%) is a full rank matrix. Hence,
for v3 = 0, we need ATVg(Az%) = 0. O
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Part 111

Minimax estimators using online
learning
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5 | Learning minimax estimators

Estimating the properties of a probability distribution is a fundamental problem in ma-
chine learning and statistics. In this problem, we are given observations generated from
an unknown probability distribution P belonging to a class of distributions P. Knowing
P, we are required to estimate certain properties of the unknown distribution P, based on
the observations. Designing good and “optimal” estimators for such problems has been a
fundamental subject of research in statistics. Over the years, statisticians have considered
various notions of optimality to compare the performance of estimators and to aid their
search of good estimators. Some popular notions of optimality include admissibility, min-
imax optimality, Bayesian optimality, asymptotic efficiency [34, 74]. Of these, minimax
optimality is the most popular notion and has received wide attention in frequentist statis-
tics. This notion of optimality has led to the minimax estimation principle, where the goal
is to design estimators with the minimum worst-case risk. Let R(0,0(P)) be the risk of
an estimator 6 for estimating the property 6(P) of a distribution P, where an estimator
is a function which maps observations to the set of possible values of the property. Then
the worst-case risk of § is defined as suppep R(A,0(P)). The goal in minimax estimation
principle is to design estimators with worst-case risk close to the best worst-case risk, which
is defined as R* = inf;suppep R(0,0(P)), where the infimum is computed over the set of
all estimators. Such estimators are often referred to as minimax estimators [99].

Classical Estimators. A rich body of work in statistics has focused on studying the min-
imax optimality properties of classical estimators such as the maximum likelihood estimator
(MLE), Bayes estimators, and minimum contrast estimators (MCEs) [14, 15, 50, 70, 101,
109]. Early works in this line have considered parametric estimation problems and focused
on the asymptotic setting, where the number of observations approaches infinity, for a fixed
problem dimension. In a series of influential works, Hajek and Le Cam showed that under
certain regularity conditions on the parametric estimation problem, MLE is asymptotically
minimax whenever the risk is measured with respect to a convex loss function [50, 70].
Later works in this line have considered both parametric and non-parametric estimation
problems in the non-asymptotic setting and studied the minimax rates of estimation. In a
series of works, Birgé |14, 15] showed that under certain regularity conditions on the model
class P and the estimation problem, MLE and MCEs are approximately minimax w.r.t
Hellinger distance.

While these results paint a compelling picture of classical estimators, we highlight two
key problem settings where they tend to be rate inefficient (that is, achieve sub-optimal
worst-case risk) [15, 105]. The first is the so-called high dimensional sampling setting,
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where the number of observations is comparable to the problem dimension, and under
which, classical estimators can be highly sub-optimal. In some recent work, Jiao et al.
[53] considered the problem of entropy estimation in discrete distributions and showed that
the MLE (plug-in rule) is sub-optimal in the high dimensional regime. Similarly, Cai and
Low [19] considered the problem of estimation of non-smooth functional % Zle |6;] from an
observation Y ~ N (6, I;) and showed that the MLE is sub-optimal. The second key setting
where classical estimators tend to be sub-optimal is when the risk R(é, 6(P)) is measured
w.r.t “non-standard” losses that have a very different behavior compared to standard losses
such as Kullback-Leibler (KL) divergence. For example, consider the MLE, which can be
viewed as a KL projection of the empirical distribution of observations onto the class of
distributions P. By its design, we expect it to be minimax when the risk is measured w.r.t
KL divergence and other related metrics such as Hellinger distance [15]. However, for loss
metrics which are not aligned with KL, one can design estimators with better performance
than MLE, by taking the loss into consideration. This phenomenon is better illustrated
with the following toy example. Suppose P is the set of multivariate normal distributions in
R? with identity covariance, and suppose our goal is to estimate the mean of a distribution
P € P, given n observations drawn from it. If the risk of estimating 6 as 0 is measured
w.r.t the following loss ||@ — 6 — ¢||3, for some constant ¢, then it is easy to see that MLE
has a worst-case risk greater than ||c||3. Whereas, the minimax risk R* is equal to d/n,
which is achieved by an estimator obtained by shifting the MLE by ¢. While the above loss
is unnatural, such a phenomenon can be observed with natural losses such as ¢, norms for
g € (0,1) and asymmetric losses.

Bespoke Minimax Estimators. For problems where classical estimators are not opti-
mal, designing a minimax estimator can be challenging. Numerous works in the literature
have attempted to design minimax estimators in such cases. However the focus of these
works is on specific problems [18, 19, 53, 102], and there is no single estimator which is
known to be optimal for a wide range of estimation problems. For example, Jiao et al.
[53], Wu and Yang [108| considered the problem of entropy estimation for discrete distri-
butions and provided a minimax estimator in the high-dimensional setting. Cai and Low
[19] considered the problem of estimating a non-smooth functional in high dimensions and
provided a minimax estimator. While these results are impressive, the techniques used in
these works are tailored towards specific problems and do not extend to other problems.
So, a natural question that arises in this context is, how should one go about constructing
minimax estimators for problems where none of the classical estimators are optimal? Unfor-
tunately, our current understanding of minimax estimators does not provide any concrete
guidelines on designing such estimators.

Minimax Estimation via Solving Statistical Games. In this work, we attempt to
tackle the problem of designing minimax estimators from a game-theoretic perspective. In-
stead of the usual two-step approach of first designing an estimator and then certifying
its minimax optimality, we take a more direct approach and attempt to directly solve the
following min-max statistical game: inf;suppep R(0,0(P)). Since the resulting estimators
are solutions to the min-max game, they are optimal by construction. Such a direct ap-
proach for construction of minimax estimators has certain advantages over the classical
estimators. First, the technique itself is very general and can theoretically be used to con-
struct minimax estimators for any estimation problem. Second, a direct approach often
results in ezact minimax estimators with R* + o(1) worst-case risk. In contrast, classical
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estimators typically achieve O(1)R* worst-case risk, which is constant factors worse than
the direct approach. Finally, a direct approach can make effective use of any available side
information about the problem, to construct estimators with better worst-case risk than
classical estimators. For example, consider the problem of mean estimation given samples
drawn from an unknown Gaussian distribution. If it is known a priori that the true mean
lies in a bounded set, then a direct approach for solving the min-max statistical game re-
sults in estimators with better performance than classical estimators. Several past works
have attempted to directly solve the min-max game associated with the estimation prob-
lem [see 9, and references therein|. We discuss these further in Section 5.1 after providing
some background, but in gist, existing approaches either focus on specific problems or are
applicable only to simple estimation problems.

This Work. In this work, we rely on recent advances in online learning and game theory
to directly solve the min-max statistical game. Recently, online learning techniques have
been widely used for solving min-max games. For example, Freund and Schapire [37] re-
lied on these techniques to find equilibria in min-max games that arise in the context of
boosting. Similar techniques have been explored for robust optimization by Chen et al.
[23], Feige et al. [32]. In this work, we take a similar approach and provide an algorithm
for solving statistical games. A critical distinction of statistical games, in contrast to the
typical min-max games studied in the learning and games literature, is that the domain of
all possible measurable estimators is extremely large, the set of possible parameters need
not be convex, and the loss function need not be convex-concave. We show that it is
nonetheless possible to finesse these technical caveats and solve the statistical game, pro-
vided we are given access to two subroutines: a Bayes estimator subroutine which outputs
a Bayes estimator corresponding to any given prior, and a subroutine which computes the
worst-case risk of any given estimator. Given access to these two subroutines, we show that
our algorithm outputs both a minimax estimator and a least favorable prior. The mini-
max estimator output by our algorithm is a randomized estimator which is an ensemble
of multiple Bayes estimators. When the loss function is convex - which is the case for a
number of commonly used loss functions - the randomized estimator can be transformed
into a deterministic minimax estimator. For problems where the two subroutines are effi-
ciently implementable, our algorithm provides an efficient technique to construct minimax
estimators. While implementing the subroutines can be computationally hard in general,
we show that the computational complexity can be significantly reduced for a wide range
of problems satisfying certain invariance properties.

To demonstrate the power of this technique, we use it to construct provably minimax esti-
mators for the classical problems of finite dimensional Gaussian sequence model and linear
regression. In the problem of Gaussian sequence model, we are given a single sample drawn
from a normal distribution with mean 6 and identity covariance, where § € R9,||0||2 < B.
Our goal is to estimate € well under squared-error loss. This problem has received much
attention in statistics because of its simplicity and connections to non-parametric regres-
sion [55]. Surprisingly, however, the exact minimax estimator is unknown for the case when
B >1.16v/d [10, 12, 78]. In this work, we show that our technique can be used to construct
provably minimax estimators for this problem, for general B. To further demonstrate that
our technique is widely applicable, we present empirical evidence showing that our algo-
rithm can be used to construct estimators for covariance and entropy estimation which
match the performance of existing minimax estimators.
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Outline. We conclude this section with a brief outline of the rest of the paper. We
already provided the necessary background on minimax estimation and online learning and
in Section 1.1.3 and 1.1.4 respectively. In Section 5.1, we introduce our algorithm for solving
statistical games. In Sections 5.2, 5.3, 5.4 we utilize our algorithm to construct provably
minimax estimators for finite dimensional Gaussian sequence model and linear regression.
In Section 5.7 we study the empirical performance of our algorithm on a variety of statistical
estimation problems. We defer technical details to Section 5.8.12.2. Finally, we refer the
reader to Section 6.3 in Chapter 6 for a discussion of future directions and some open
problems.

5.1 Minimax Estimation via Online Learning

In this section, we present our algorithm for computing a mixed strategy NE of the sta-
tistical game in Equation (1.1) (equivalently a pure strategy NE of the linearized game in
Equation (1.4)). A popular and widely used approach for solving min-max games is to
rely on online learning algorithms [21, 48]. In this approach, the minimization player and
the maximization player play a repeated game against each other. Both the players rely
on online learning algorithms to choose their actions in each round of the game, with the
objective of minimizing their respective regret. The following proposition shows that this
repeated game play converges to a NE.

Proposition 5.1. Consider a repeated game between the minimization and mazximization
players in Equation (1.4). Let (0, P;) be the actions chosen by the players in iteration t.
Suppose the actions are such that the regret of each player satisfies

T T
> R(6i, P) — inf Y R(6,P) < ea(T),
t=1 0eD 15

T T
SUPZ R(6:,0) — Z R(0;, P,) < ex(T).
0€0 35 =1

Let Opnp denote the randomized estimator obtained by uniformly sampling an estimator from
the iterates {0;}1_,. Define the mizture distribution Pue as % Z?:l P;. Then (Opnp, Pave)
is an approximate mized strategy NE of Equation (1.1)

A A T T
R(QRND7PAVG) < AiIlf R(H, PAVG) + M

dcD T ’
) ) T T
R(Busos Pave) > sup R0, 0) — L+ e2(T)
0o T

Note that the above proposition doesn’t specify an algorithm to generate the iterates (ét, P).
All it shows is that as long as both the players rely on algorithms which guarantee sub-
linear regret, the iterates converge to a NE. As discussed in Section 1.1.4, there exist several
algorithms such as FTRL, FTPL, Best Response (BR), which guarantee sub-linear regret.
It is important to choose these algorithms appropriately as our choices impact the rate
of convergence to a NE and also the computational complexity of the resulting algorithm.
First, consider the minimization player, whose domain Mp is the set of all probability mea-
sures over D. Note that D, the set of all deterministic estimators, is an infinite dimensional
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space. So, algorithms such as FTRL, FTPL, whose regret bounds depend on the dimension
of the domain, can not guarantee sub-linear regret. So the minimization player is forced
to rely on BR, which has 0 regret. Recall, in order to use BR, the minimization player
requires the knowledge of the future action of the opponent. This can be made possible in
the context of min-max games by letting the minimization player choose her action after the
maximization player reveals her action. Next, consider the maximization player. Since the
minimization player is relying on BR, the maximization player has to rely on either FTRL
or FTPL to choose her action!. In this work we choose the FTPL algorithm studied by [96].
Our choice is mainly driven by the computational aspects of the algorithm. Each iteration
of the FTRL algorithm of Krichene et al. [67] involves sampling from a general probability
distribution. Whereas, each iteration of the FTPL algorithm requires minimization of a
non-convex objective. While both sampling and optimization are computationally hard in
general, the folklore is that optimization is relatively easier than sampling in many practical
applications.

We now describe our algorithm for computing a pure strategy NE of Equation (1.4). In
iteration ¢, the maximization player chooses distribution P, using FTPL. P, is given by the
distribution of the random variable 6;(o), which is generated by first sampling a random
vector o € R? from exponential distribution and then computing an optimizer of

t—1

228;]%(0“9) + (0,6) . (5.1)

The minimization player chooses 6, using BR, which involves computing a minimizer of the
integrated risk under prior P,

inf R(6, P,). (5.2)
0eD

Very often, computing exact optimizers of the above problems is infeasible. Instead, one
can only compute approximate optimizers. To capture the error from this approximation,
we introduce the notion of approximate optimization oracles/subroutines.

Definition 5.1.1 (Maximization Oracle). A function O (*) is called (a, 8)-approximate

maximization oracle, if for any set of estimators {HAZ}ZTzl and perturbation o, it returns
0" € © which satisfies the following inequality

T T
> R(0,6) +(0,0) > zugZR(@, 0) + (0,0) — (a+ Bllo ) -
i=1 €9 =1

We denote the output 6’ by OF4* <{9A,};[:1, a).

Definition 5.1.2 (Minimization Oracle). A function O™ (.) is called a-approximate mini-
mization oracle, if for any probability measure P, it returns an approximate Bayes estimator
0" which satisfies the following inequality

R(0',P) < inf R, P) + o
6D

We denote the output 6’ by O™ (P).

'If both the players use BR, then both will wait for the other player to pick an action first. As a result,
the algorithm will never proceed.
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Algorithm 5.1 FTPL for statistical games

1: Input: Parameter of exponential distribution 7, approximate optimization oracles
ag (), min (\) for problems (5.1), (5.2) respectively

2: fort=1...T do
3:  Let P; be the distribution of random variable (o), which is generated as follows:

(i) Generate a random vector o such that {o;}9_, &2 Exp(n)
(ii) Compute 6,(0) as

(o) = O ({0)1h.0)

4:  Compute 0, as . .
0y = O (Py).

5: Output: {é17~-~éT}a{P17---PT}-

Given access to subroutines 0% () ,(’)g‘,i“ () for approximately solving the optimization
problems in Equations (5.1), (5.2), the algorithm alternates between the maximization and
minimization players who choose P; and 6, in each iteration. We summarize the overall
algorithm in Algorithm 5.1. The following theorem shows that Algorithm 5.1 converges to
an approximate NE of the statistical game.

Theorem 5.1 (Approximate NE). Consider the statistical game in Equation (1.1). Suppose
© C R? is compact with ls, diameter D, i.e., D = supg, g,co ||01 — 02]|lsc. Suppose R(,0)
is L-Lipschitz in its second argument w.r.t {1 norm:

V0,01,0, |R(0,01) — R(6,0,)| < L||6; — 02]]:.

Suppose Algorithm 5.1 is run for T iterations with approximate optimization subroutines

od () Omin () for solving the mazimization and minimization problems. Let O, be the

randomized estimator obtained by uniformly sampling an estimator from the iterates {ét}thl.
Define the mizture distribution P as %Z?:1 P;. Then (Opnp, Pave) s an approximate
mized strateqgy NE of the statistical game in Equation (1.1)

sup R(éRND, 9) — € S R(éRNDa PAVG) S }nf R(é? PAVG) + €,
ISC] 0D

wheree:O(nd2+W+a+a'>.

As an immediate consequence of Theorem 5.1, we show that the minmax and maxmin
values of the statistical game in Equation (1.4) are equal to each other. Moreover, when
the risk is bounded, we show that the statistical game (1.1) has minimax estimators and
LFPs.

Corollary 5.1 (Minimax Theorem). Consider the setting of Theorem 5.1. Then

inf  sup R(A,P)= sup inf R(0,P)=: R*.
e Mp PEMg PeMg e Mp

Furthermore, suppose the risk R(é,@) is a bounded function and © is compact w.r.t the
following metric: Ap(01,602) = supgeg | M (01,0) — M(82,0)|. Then there exists a minimaz
estimator 0 € Mp whose worst-case risk satisfies

sup R(6*,0) = R,
USS)
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and there exists a least favorable prior P* € Mg whose Bayes risk satisfies

inf R(0, P*) = R*.
0eD

We note that the assumption on compactness of @ w.r.t Ay is mild and holds whenever
© is compact w.r.t £o norm and M is a continuous function. As another consequence of
Theorem 5.1, we show that Algorithm 5.1 outputs approximate minimax estimators and
LFPs.

Corollary 5.2. Consider the setting of Theorem 5.1. Suppose Algorithm 5.1 is run with

n = 7dLl2T' Then the worst-case risk of éRND satisfies

~

sup R(QRND7 9) <R+ O(d%LTi% +a+ad + ,Bd%LT%)
0co

Moreover, Py ts approximately least favorable with the associated Bayes risk satisfying

inf R(0, Pae) > R* — O(d2LT ™2 + a + o + Bd2 LT?).

0D
In addition, suppose the loss M wused in the computation of risk is convex in its first arqu-
ment. Let 0,,c be the deterministic estimator which is equal to the mean of the probability
distribution associated with Oryp. Then the worst-case risk of O, Satisfies

~

sup R(Oave, 0) < R* + O(d2 LT % + a + o + Bd2LT?),
60

and 04 18 an approrimate Bayes estimator for prior Payg.

Remark 5.1 (Near Optimal Estimator). Corollary 5.2 shows that when the approzimation
error of the optimization oracles is sufficiently small and when T is large enough, Algo-
rithm 5.1 outputs a minimaz estimator with worst-case risk (1 + o(1))R*. This improves
upon the approximate minimax estimators that are usually designed in statistics, which have
a worst-case risk of O(1)R*.

Remark 5.2 (Deterministic Minimax Estimators). For general non-convex loss functions,
Algorithm 5.1 only provides a randomized minimaz estimator. Given this, a natural question
that arises is whether there exist efficient algorithms for finding a deterministic minimax
estimator. Unfortunately, even with access to the optimization subroutines used by Algo-
rithm 5.1, finding a deterministic minimax estimator can be NP-hard [see Theorem 9 of
23]

Remark 5.3 (Implementation Details). Note that the estimators {0;}T_, and distributions
{Pz’}iT:l output by Algorithm 5.1 are infinite dimensional objects and can not in general be
stored using finitely many bits. However, in practice, we use independent samples generated
from P; as its prozy and only work with these samples. Since b; is a Bayes estimator for prior
P;, it can be approzimately computed using samples from P;. This process of approximating
B; with its samples introduces some approzimation error and the number of samples used
in this approximation need to be large enough to ensure Algorithm 5.1 returns a minimax
estimator. For the problems of finite Gaussian sequence model and linear regression studied
in Sections 5.3, 5.4, we show that poly(d) samples suffice to ensure a minimazx estimator.
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Remark 5.4 (Computation of the Oracles). We now consider the computational aspects
1mwolved in the implementation of optimization oracles used by Algorithm 5.1. Recall that
the maximization oracle, given any estimator, computes its worst-case risk with some linear
perturbation. Since this objective could potentially be non-concave, maximizing it can take
exponential time in the worst-case. And recall that the minimization oracle computes the
Bayes estimator given some prior distribution. Implementation of this minimization oracle
can also be computationally expensive in the worst case. While the worst case complexities
are prohibitive, for a number of problems, one can make use of the problem structure to
efficiently implement these oracles in polynomial time.

In particular, we leverage symmetry and invariance properties of the statistical games to
reduce the complexity of optimization oracles, while controlling their approximation errors;
see Section 5.2. We further consider the case where there is no structure in the problem,
other than the existence of finite-dimensional sufficient statistics for the statistical model.
This allows one to reduce the computational complexity of the minimization oracle by re-
placing the optimization over D in Equation (5.2) with universal function approximators
such as neural networks. Moreover, one can use existing global search techniques to imple-
ment the maximization oracle. While such a heuristic approach can reduce the computa-
tional complexity of the oracles, bounding their approzimation errors can be hard (recall, the
worst-case risk of our estimator depends on the approzimation error of the optimization or-
acles). Nevertheless, in later sections, we empirically demonstrate that the estimators from
this approach have superior performance over many existing estimators which are known to
be approzimately minimax.

We briefly discuss some classical work that can be leveraged for efficient implementation
of optimization oracles, albeit for specific models or settings. For several problems, it can
be shown that there exists an approximate minimax estimator in some restricted space of
estimators such as linear or polynomial functions of the data [19, 29, 88]. Such results can
be used to reduce the space of estimators in the statistical game (1.1). By replacing Mp in
Equation (1.1) with the restricted estimator space, one can greatly reduce the computational
complexity of the optimization oracles. Another class of results relies on analyses of conver-
gence of posterior distributions. As a key instance, when the number of samples n is much
larger than the dimension d, it is well known that the posterior distribution behaves like a
normal distribution, whenever the prior has sufficient mass around the true parameter [46].
Such a property can be used to efficiently implement the minimization oracle.

5.2 Invariance of Minimax Estimators and LFPs

In this section, we show that whenever the statistical game satisfies certain invariance prop-
erties, the computational complexity of the optimization oracles required by Algorithm 5.1
can be greatly reduced. We first present a classical result from statistics about the in-
variance properties of minimax estimators.When the statistical game in Equation (1.2) is
invariant to group transformations, the invariance theorem says that there exist minimax
estimators which are also invariant to these group transformations [9, 62]. Later, we utilize
this result to reduce the computational complexity of the oracles required by Algorithm 5.1.

We first introduce the necessary notation and terminology to formally state the invariance
theorem. We note that the theorem stated here is tailored for our setting and more general
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versions of the theorem can be found in Kiefer et al. [62]. Let G be a compact group of
transformations on X x © which acts component wise; that is, for each g € G, g(X, ) can
be written as (g1X, g26), where g1, go are transformations on X', 0. With a slight abuse
of notation we write ¢X,gf in place of g1 X, gof). We assume that the group action is
continuous, so that the functions (g, X) — ¢gX and (g,0) — g0 are continuous. Finally, let
p be the unique left Haar measure on G with u(G) = 1. We now formally define “invariant
statistical games”, “invariant estimators” and “invariant probability measures”.

Definition 5.2.1 (Invariant Game). A statistical game is invariant to group transforma-
tions G, if the following two conditions hold for each g € G

e for all § € ©, g € ©. Moreover, the probability distribution of gX is P9, whenever
the distribution of X is FPjy.

L4 M(g&l,gﬁg) = M(91,92>, for all 91,92 € 0.

Definition 5.2.2 (Invariant Estimator). A deterministic estimator 0 is invariant if for each

g€ G, 0(gX") = gA(X"), where gX" = {gX1,...gXn}.

Definition 5.2.3 (Invariant Measure). Let B(©) be the Borel o-algebra corresponding to
the parameter space ©. A measure v on (0,B(0©)) is invariant if for all ¢ € G and any
measurable set A € B(0), v(gA) = v(A).

Example 5.2.1. Consider the problem of estimating the mean of a Gaussian distribution.
Given n samples X1, ... X, drawn from N (0, I5.4), our goal is to estimate the unknown
parameter 6. Suppose the parameter space is given by © = {6’ : ||¢’||2 < B} and the risk of
any estimator is measured w.r.t squared Ls loss. Then it is easy to verify that the problem
is invariant to transformations of the orthogonal group Q(d) = {U : UUT = UTU = I}.

We now present the main result concerning the existence of invariant minimax estimators. A
more general version of the result can be found in [62].

Theorem 5.2 (Invariance). Consider the statistical game in Equation (1.1). Suppose the
game s invariant to group transformations G. Suppose the loss metric M is convex in its
first argument. Then for any deterministic estimator (9 there exists an estimator O which
is invariant to group transformations G, with worst-case risk no larger than the worst-case
risk of 0

sup R(0¢,0) < sup R(6,0).
0cO 0cO

This shows that there exists a minimax estimator which is invariant to group transforma-
tions. We now utilize this invariance property to reduce the complexity of the optimization
oracles. Let © = | 3 ©3 be the partitioning of © into equivalence classes under the equiv-
alence 61 ~ 0y, if 61 = g, for some g € G. The quotient space of © is defined as the set of
equivalence classes of the elements of © under the above defined equivalence and is given
by ©/G = {©3}s. For an invariant estimator 0, we define Rg(0,03) as R(6,63) for any
s € ©3. Note that this is well defined because for invariant estimators R(0,01) = R(6,65)
whenever 0; ~ 63 (see Lemma 5.1). Our main result shows that Equation (1.1) can be
reduced to the following simpler objective

inf  sup Rg(d,0p), (5.3)
GGMD G @BE@/G
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where Mp ¢ represents the set of randomized estimators which are invariant to group
transformations G. This shows that the outer minimization over the set of all estimators
in Equation (1.1) can be replaced with a minimization over just the invariant estimators.
Moreover, the inner maximization over the entire parameter space © can be replaced with
a maximization over the smaller quotient space ©/G , which in many examples we study
here is a one or two-dimensional space, irrespective of the dimension of ©.

Theorem 5.3. Suppose the statistical game in Equation (1.1) is invariant to group trans-
formations G. Moreover, suppose the loss metric M is convex in its first argument. Then,

~

inf supR(A,0) = inf  sup Re(6,0p).
feMp 6O QGMpyc GBGQ/G

Moreover, given any e-approzimate mixed strateqy NE of the reduced statistical game (5.3),
one can reconstruct an e-approximate mized strateqy NE of the original statistical
game (1.1).

We now demonstrate how Theorem 5.3 can be used on a variety of fundamental statistical
estimation problems.

5.2.1 Finite Gaussian Sequence Model

In the finite Gaussian sequence model, we are given a single sample X € R? sampled from
a Gaussian distribution AV(6,I). We assume the parameter 6 has a bounded Ly norm and
satisfies ||f||2 < B. Our goal is to design an estimator for # which is minimax with respect
to squared-error loss. This results in the following min-max problem

nf sup R(D,0) = Exyon [16(X) - 6]3] (5.4)
0cMop ||0)2<B

Theorem 5.4. Let O(d) = {U : UUT = UTU = I} be the group of dxd orthogonal matrices
with matriz multiplication as the group operation. The statistical game in Equation (5.4)
is invariant under the action of O(d), where the action of g € O(d) on (X,0) is defined
as g(X,0) = (gX,g0). Moreover, the quotient space ©/Q(d) is homeomorphic to the real
interval [0, B] and the reduced statistical game is given by

_inf  sup R(0,bey), (5.5)
deMp ¢ be[0,B

where e is the first standard basis vector in R* and Mop g represents the set of randomized
estimators which are invariant to the actions of orthogonal group.

The theorem shows that the supremum in the reduced statistical game (5.3) is over a
bounded interval on the real line. So the maximization oracle in this case can be efficiently
implemented using grid search over the interval [0, B]. In Section 5.3 we use this result
to obtain estimators for Gaussian sequence model which are provably minimax and can be
computed in polynomial time.
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Estimating a few co-ordinates. Here, we again consider with the Gaussian sequence
model described above, but we are now interested in the estimation of only a subset of the
co-ordinates of #. Without loss of generality, we assume these are the first k& coordinates.
The loss M is the squared Lo loss on the first k£ coordinates. The following Theorem presents
the invariance properties of this problem. It relies on the group O(k) x O(d — k), which is

defined as the set of orthogonal matrices of the form g = [901 ;} where g1 € O(k) and
2

g2 € O(d — k).

Theorem 5.5. The statistical game described above is invariant under the action of the

group O(k) x O(d — k). Moreover, the quotient space © /O(k) x O(d — k) is homeomorphic
to the ball of radius B centered at origin in R? and the reduced statistical game is given by

Cinf  sup  R(B, [brek, baerql), (5.6)
0eMp,c b3 +b2<B?

where ey j, is the first standard basis vector in R* and Mop q represents the set of randomized
estimators which are invariant to the actions of orthogonal group.

5.2.2 Linear Regression

In the problem of linear regression with random design we are given n independent samples
D, = {(X;,Y;)}"; generated from a linear model Y; = X 0* +¢;, where X; ~ N(0,I), and
e; ~ N(0,1). We assume the true regression vector is bounded and satisfies [|0*|2 < B.
Our goal is to design minimax estimator for estimating 6* from D,,, w.r.t squared error
loss. This leads us to the following min-max problem

inf  sup R(6,0)=Ep, [|]§(Dn)—6\\§ . (5.7)
0eMop ||0||2<B

Theorem 5.6. The statistical game in Equation (5.7) is invariant under the action of
the orthogonal group O(d), where the action of g € O(d) on ((X,Y),0) is defined as
9((X,Y),0) = ((9X,Y),g0). Moreover, the quotient space ©/O(d) is homeomorphic to
the interval [0, B] and the reduced statistical game is given by

Cinf  sup R(6,bey), (5.8)
0eMp q be(0,B]

where Mp ¢ represents the set of randomized estimators which are invariant to the actions

of orthogonal group.

5.2.3 Normal Covariance Estimation

In the problem of normal covariance estimation we are given n independent samples X" =
{X;}", drawn from N(0,X). Here, we assume that the true ¥ has a bounded operator
norm and satisfies ||X||2 < B. Our goal is to construct an estimator for ¥ which is minimax
w.r.t the entropy loss, which is defined as

M(E1,%9) = tr (37'%,) — log |27 S,| — d.
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This leads us to the following min-max problem

inf sup R(S, %) = Exn [M(i)(X"), 2)] , (5.9)
YEMp XEE

where E = {X : ||X]||]2 < B}.

Theorem 5.7. The statistical game defined by normal covariance estimation with entropy
loss is invariant under the action of the orthogonal group Q(d), where the action of g € O(d)
on (X,%) is defined as g(X;, %) = (9Xi,929" ). Moreover the quotient space Z/Q(d) is
homeomorphic to 2 = {\ € RE:B>A > ... 0\ > 0} and the reduced statistical game is
given by
~inf  sup R(X, Diag(\)), (5.10)
SeMp,q \eEg
where Diag(\) is the diagonal matriz whose diagonal entries are given by X\ and Mp g
represents the set of randomized estimators which are invariant to the actions of orthogonal

group.

The theorem shows that the maximization problem over = can essentially be reduced to an
optimization problem over a d-dimensional space.

5.2.4 Entropy estimation

In the problem of entropy estimation, we are given n samples X" = {Xy,... X, } drawn
from a discrete distribution P = (pi,...pq). Here, the domain of each X; is given by
X = {1,2,...d}. Our goal is to estimate the entropy of P, which is defined as f(P) =
— > iy pilogy p;, under the squared error loss. This leads us to the following min-max
problem

inf sup R(f, P) = Exn {(f(xn) - f(P))Q} , (5.11)

feMp PeP

where P is the set of all probability distributions supported on d elements.

Theorem 5.8. The statistical game in Equation (5.11) is invariant to the action of the
permutation group Sq. The quotient space P/Sq is homeomorphic to Pg = {P € R : 1 >
PL>...2pa >0, Y .pi =1} and the reduced statistical game is given by

_inf  sup R(f,P), (5.12)
feMp,qg PEPg

where Mp ¢ represents the set of randomized estimators which are invariant to the actions
of permutation group.

5.3 Finite Gaussian Sequence Model

In this section we consider the finite Gaussian sequence model described in Section 5.2.1
and use Algorithm 5.1 to construct a provably minimax estimator, which can be computed
in polynomial time. This problem has received a lot of attention in statistics because of its
simplicity, relevance and its connections to non-parametric regression [see Chapter 1 of 56].
When the radius of the domain B is smaller than 1.15v/d, Marchand and Perron [78] show

that the Bayes estimator with uniform prior on the boundary is a minimax estimator for the
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problem. For larger values of B, the exact minimax estimator is unknown. Several works
have attempted to understand the properties of LFP in such settings [20] and constructed
approximate minimax estimators [12]. In this work, we rely on Algorithm 5.1 to construct
an exact minimax estimator and an LFP, for any value of B, d.

Recall, in Theorem 5.4 we showed that the original min-max statistical game can be reduced
to the simpler problem in Equation (5.5) To use Algorithm 5.1 to find a Nash equilibrium
of the reduced game, we need efficient implementation of the required optimization oracles
and a bound on their approximation errors. The optimization problems corresponding to
the oracles in Equations (5.1), (5.2) are given as follows

t—1
0, argmin Ky p, {R(é, bel)} , bi(o) argmaxz R(éi, bey) + ob,
0eDg bel0,B] ;=1

where D¢ is the set of deterministic invariant estimators and P; is the distribution of ran-
dom variable b;(c). We now present efficient techniques for implementing these oracles
(Algorithms 5.2, 5.3). Since the maximization problem is a 1 dimensional optimization
problem, grid search can be used to compute an approximate maximizer. The approxima-
tion error of the resulting oracle depends on the grid width and the number of samples used
to compute the expectation in the risk R(é, be;). Later, we show that poly(d, B) grid points
and samples suffice to have a small approximation error. The minimization problem, which
requires finding an invariant estimator minimizing the integrated risk under any prior P,
can also be efficiently implemented. As shown in Proposition 5.2 below, the minimizer has
a closed-form expression which depends on P; and modified Bessel functions. To compute
an approximate minimizer of the problem, we approximate P, with its samples and rely on
the closed-form expression. The approximation error of this oracle depends on the number
of samples used to approximate P;. We again show that poly(d, B) samples suffice to have
a small approximation error.

Proposition 5.2. The optimizer 0, of the minimization problem defined above has the
following closed-form expression

_ _ 12
Epp, {53 d/2¢=b /zfd/2(b\|XH2)] X

0,(X) = ,
Epp, [bQ_d/Qe_b2/2Id/2—1(b||XH2)} 112

where I, is the modified Bessel function of first kind of order v.

We now show that using Algorithm 5.1 for solving objective (5.5) with Algorithms 5.2, 5.3 as
optimization oracles, gives us a provably minimax estimator and an LFP for finite Gaussian
sequence model.

Theorem 5.9. Suppose Algorithm 5.1 is run for T iterations with Algorithms 5.2, 5.8 as the
mazimization and minimization oracles. Suppose the hyper-parameters of these algorithms

3 4 ~ . .
are set asn = W, w = %, Ny = (Bﬂil)?’ Ny = (37;71)2. Let Py be the approximation
of probability distribution P; used in the t™* iteration of Algorithm 5.1. Moreover, let 6, be

the output of Algorithm 5.3 in the t' iteration of Algorithm 5.1.

67



Algorithm 5.2 Maximization Oracle

1:

Input: Estimators {él}f;i, perturbation o, grid width w, number of samples for computation
of expected risk R(0,0): N;
Let {b1,b2...bp/,} be uniformly spaced points on [0, B]
for j=1...B/wdo
fort=1...t—1do
Generate N, independent samples { X} 12, from the distribution N (b;eq, I)

Estimate R(6;,bje;) as N% Z,ivzll 0:(X%) — beq|2.
Evaluate the objective at b; using the above estimates

Output: b; which maximizes the objective

Algorithm 5.3 Minimization Oracle

1:
2:

Input: Samples {b;} 2 generated from distribution P;.
For any X, compute 0;(X) as

SV wib A X|l2) ) X
SN2 X1

Taq/2(7)

Iyjo1 ()
function of the first kind of order v.

where A(y) = w; = b?_d/Qe*b?/QIdM_l(bi||XH2), and I, is the modified Bessel

1. Then the averaged estimator 0 4,y (X) = %2?21 0:(X) is approzimately minimaz and
satisfies the following worst-case risk bound with probability at least 1 — §

R ~ (B*B+1)
sup  R(04yg, 0 SR*+O(>»
st VT

where O(.) hides log factors and R* is the minimaz risk.

2. Define the mizture distribution PAVG as %ZZT:1 ]51 Let prp be a probability distri-

bution over R® with density function defined as prrp(6) o ||6’Hé7d]3AVG(H0H2), where
Puc(]|0]|2) is the probability mass placed by Payye at ||0||2. Then Prpp is approzimately
least favorable and satisfies the following with probability at least 1 — §

. ~ B2(B+1)>
inf R(0, PLpp) > R*— O ( ———— |,

where the infimum is over the set of all estimators.

We believe the polynomial factors in the bounds can be improved with a tighter analysis
of the algorithm. The above Theorem shows that Algorithm 5.1 learns an approximate
minimax estimator in poly(d, B) time. To the best our knowledge, this is the first result
providing provable minimax estimators for finite Gaussian sequence model, for any value
of B.
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5.4 Linear Regression

In this section we consider the linear regression problem described in Section 5.2.2 and
provide a provably minimax estimator. Recall, in Theorem 5.6 we showed that the original
min-max statistical game can be reduced to the simpler problem in Equation (5.8). We now
provide efficient implementations of the optimization oracles required by Algorithm 5.1 for
finding a Nash equilibrium of this game. The optimization problems corresponding to the
two optimization oracles are as follows

t—1
0; « argmin Eyp, [R(é, bel)} , bi(o) argmaXZR 0;,be1) + ob,

where D¢ is the set of deterministic invariant estimators and F; is the distribution of random
variable b;(c). Similar to the Gaussian sequence model, the maximization oracle can be
efficiently implemented via a grid search over [0, B] (Algorithm 5.4). The solution to the
minimization problem has a closed-form expression in terms of the mean and normalization
constant of Fisher-Bingham distribution, which is a distribution obtained by constraining
multivariate normal distributions to lie on the surface of unit sphere [68]. Letting S?~! be
the unit sphere in R?, the probability density of a random variable Z distributed according
to Fisher-Bingham distribution is given by

p(Z; A7) = C(A,v) exp (2T AZ + (v, Z)),

where Z € S, and v € R, A € R¥? are the parameters of the distribution with A
being positive semi-definite and C(A4, ) is the normalization constant. Note that the mean
of Fisher-Bingham distribution is given by C(A, 7)’1%0(14, ). The following proposition

obtains a closed-form expression for §; in terms of C'(4,~) and %C’ (A,7).

Proposition 5.3. The optimizer 0, of the minimization problem defined above has the
following closed-form expression

P
Ey,_p |02-2C (27 12XTX ‘
b 87C( ) y=bXTY

Epp, [bC (27'0*XTX, 0XTY)]

0:(Dy,) =

)

where X = (X1, Xz ... Xp)T and Y = 11,Y3...Yy].

We note that there exist a number of efficient techniques for computation of the mean
and normalization constant of Fisher-Bingham distribution [51, 68]. In our experiments we
rely on the technique of Kume and Wood [68] (we relegate the details of this technique to
Section 5.8.9.2). To compute an approximate optimizer of the minimization problem, we ap-
proximate P; with its samples and rely on the above closed-form expression. Algorithm 5.5
describes the resulting minimization oracle. ~We now show that using Algorithm 5.1 for
solving objective (5.8) with Algorithms 5.4, 5.5 as optimization oracles, gives us a provably
minimax estimator and an LFP for linear regression.

Theorem 5.10. Suppose Algorithm 5.1 is run for T iterations with Algorithms 5.4, 5.5
as the maximization and mzmmzzatzon omcles Suppose the hyper pammeters of these al-
gorithms are set as n = W, T3/2’ Ny = (BIH)Q, (B\f+1)2 Let P, be
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Algorithm 5.4 Regression Maximization Oracle

1: Input: Estimators {9 }Z 1, perturbation o, grid width w, number of samples for computation
of expected risk R(0,0): N
Let {b1,b2...bp .} be uniformly spaced points on [0, B|
for j=1...B/wdo
fori=1...t—1do
Generate N, independent datasets {D,, 1 } ;;/:11 from the linear model with true regression
vector b;e;

6: Estimate R(6;,bje1) as 3= Y o2y 16:(Dn i) — bea |3
7 Evaluate the objective at b; using the above estimates
8: Output: b; which maximizes the objective

Algorithm 5.5 Regression Minimization Oracle

1: Input: Samples {b;}2 =) generated from distribution P
2: For any D,,, compute Qt( n) as
ZN2 20 %) C (2_1b12XTX,’y) ‘

=1 787 ’y:biXTY

YN 5,0 (2712 XTX, b, XTY)

0:(Dy,) =

)

where X = [X1, Xo... X,,]T and Y = [V3,Y>...Y,].

the approzimation of probability distribution P, used in the t*" iteration of Algorithm 5.1.
Moreover, let 6, be the output of Algorithm 5.5 in the t*" iteration of Algorithm 5.1.

1. Then the averaged estimator fu,y(Dy) = %Z;il 0:(Dy,) is approzimately minimaz
and satisfies the following worst-case risk bound with probability at least 1 — 6

sup  R(Gang,0) < R* + O (BQ(B + 1)W> :
0:(10]<B T

2. Define the mizture distribution pAVG as ,}FZT 15 Let pLFp be a probability distri-

bution over R with density function defined as prrp(f) o ||9H1 1Pa(l10l2), where
Poo(||6]l2) is the probability mass placed by Py at ||0)|2. Then PLFp is approzimately
least favorable and satisfies the following with probability at least 1 — §

inf R(0, P pp) > R* — O (32(3 + 1)\/W> .
6eD T

5.5 Covariance Estimation

In this section, we consider the problem of normal covariance estimation. Recall, in Sec-
tion 5.2.3 we showed that the problem is invariant to the action of the orthogonal group
and can be reduced to the simpler problem in Equation (5.10). The optimization problems
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corresponding to the oracles in Equations (5.1), (5.2) are as follows

t—1
S+ argminEyop, |R(2, Diag()\))] , M(o) argmaxz R(;, Diag(\)) + (A, o),
2€DG )\GEG i=1

where D¢ is the set of deterministic invariant estimators and P; is the distribution of ran-
dom variable A\¢(c). Note that the maximization problem involves optimization of a non-
concave objective in d-dimensional space. So, implementing a maximization oracle with
low approximation error can be computationally expensive, especially in high dimensions.
Moreover, unlike finite Gaussian sequence model and linear regression, the minimization
problem doesn’t have a closed form expression, and it is not immediately clear how to effi-
ciently implement a minimization oracle with low approximation error. In such scenarios,
we show that one can rely on a combination of heuristics and problem structure to fur-
ther reduce the computational complexity of the optimization oracles. Although relying on
heuristics comes at the expense of theoretical guarantees, in later sections, we empirically
demonstrate that the resulting estimators have superior performance over classical estima-
tors. We begin by showing that the domain of the outer minimization in Equation (5.10)
can be reduced to a smaller set of estimators. Our reduction relies on Blackwell’s theorem,
which shows that for convex loss functions M, there exists a minimax estimator which is
a function of the sufficient statistic [50]. We note that Blackwell’s theorem is very general
and can be applied to a wide range of problems, to reduce the computational complexity
of the minimization oracle.

Proposition 5.4. Consider the problem of normal covariance estimation. Let
Sn = Z?%XZX? be the empirical covariance matriz and let UAUT be the eigen decomposi-
tion of Sy. Then there exists a minimax estimator which can be approximated arbitrarily
well using estimators of the form 2f,g(X") = U o(AUT, where S ,(A) is a diagonal

matriz whose it" diagonal entry is given by

Sﬁg@(A) = f AZ7ZQ<A’HA]) 3
J#i

for some functions f : Rt — R, g : R? — R%. Here, A; is the it" diagonal entry of
A. Moreover, the optimization problem in Equation (5.10) can be reduced to the following
simpler problem
Cinf  sup R(®, Diag(\)) = R, (5.13)
YeM;y 4 AeEg

where My 4 is the set of probability distributions over estimators of the form 2]59.

We now use Algorithm 5.1 to solve the statistical game in Equation (5.13). The optimization
problems corresponding to the two optimization oracles are given by

t—1
iyt < argminEy_p, [R(f]f’g, Diag(A))|, M(o) « argmaxz R(f]f, gv,Diag()\)) +(\ o).
1.9 AEEG i=1 o

We rely on heuristics to efficiently implement these oracles. To implement the minimization
oracle, we use neural networks (which are universal function approximators) to parameterize
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functions f,g. Implementing the minimization oracle then boils down to the finding the
parameters of these networks which minimize the objective. To implement the maximization
oracle, we rely on global search techniques. In our experiments, we use DragonFly [58],
which is a zeroth order optimization technique, to implement this oracle. Note that these
heuristics do not come with any guarantees and as a result the oracles are not guaranteed
to have a small approximation error. Despite this, we empirically demonstrate that the
estimators learned using this approach have good performance.

5.6 Entropy Estimation

In this section, we consider the problem of entropy estimation. Recall, in Section 5.2.4 we
showed that the problem is invariant to the action of permutation group and can be reduced
to the simpler problem in Equation (5.12). Similar to the problem of covariance estimation,
implementing the optimization oracles for this problem, with low approximation error, can
be computationally expensive. So we again rely on heuristics and problem structure to
reduce the computational complexity of optimization oracles.

Proposition 5.5. Consider the problem of entropy estimation. Let P, = (P1,..-Pa) be
the observed empirical probabilities. Then there exists a minimaz estimator which can be
approzimated arbitrarily well using estimators of the form fg,h(]?’n) = g(Zle h(p;)), for
some functions g : R — R b : R — R Moreover, the optimization problem in
Equation (5.12) can be reduced to the following problem

Cinf  sup R(f,P) =R, (5.14)
fGMg}h PePg

where Mgy, is the set of probability distributions over estimators of the form fgﬁ.

The proof of this proposition is presented in Section 5.8.11.1. We now use Algorithm 5.1
to solve the statistical game in Equation (5.14). The optimization problems corresponding
to the two optimization oracles are given by

t—1
G, he < arglzlin Ep~p, [R(fg,h, P)} , Pio) + a;g%axz R(f;, 5, P) + (P,o),
9, €Pa i=1

where P, is the distribution of random variable P;(o). To implement the minimization ora-
cle, we use neural networks to parameterize functions g, h. To implement the maximization
oracle, we rely on DragonFly.

5.7 Experiments

In this section, we present experiments showing performance of the proposed technique for
constructing minimax estimators. While our primary focus is on the finite Gaussian se-
quence model and linear regression for which we provided provably minimax estimators, we
also present experiments on other problems such as covariance and entropy estimation. For
each of these problems, we begin by describing the setup as well as the baseline algorithms,
before proceeding to a discussion of the experimental findings.
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5.7.1 Finite Gaussian Sequence Model

In this section, we focus on experiments related to the finite Gaussian sequence model. We
first consider the case where the risk is measured with respect to squared error loss, i.e.,
M(61,62) = |61 — 62]3.

Proposed Technique. We use Algorithm 5.1 with optimization oracles described in Al-
gorithms 5.2, 5.3 to find minimax estimators for this problem. We set the hyper-parameters
of our algorithm as follows: number of iterations of FTPL T" = 500, grid width w = 0.05x B,
number of samples for computation of R(é, ) in Algorithm 5.2 N; = 1000, number of sam-
ples generated from P; in Algorithm 5.3 No = 1000. We note that these are default values
and were not tuned. The randomness parameter 7 in Algorithm 5.1 was tuned using a
coarse grid search. We report the performance of the following two estimators constructed
using the iterates of Algorithm 5.1: (a) Averaged Estimator 0,,(X) = x ST 6:(X), (b)
Bayes estimator for prior % Zszl P, which we refer to as “Bayes estimator for avg. prior”.
The performance of the randomized estimator 9RND is almost identical to the performance
of éAVG. So we do not report its performance.

Baselines. We compare our estimators with various baselines: (a) standard estima-
tor §(X) = X, (b) James Stein estimator §(X) = (1 — (d — 3)/||X||%)+X7 where ¢t =
max(0, ¢), (c) projection estimator (MLE) §(X) = min(|| X2, B)ﬁ, (d) Bayes estimator

for uniform prior on the boundary; this estimator is known to be minimax for B < 1.15/d.

Worst-case Risk. We compare the performance of various estimators based on their
worst-case risk. The worst-case risk of the standard estimator is equal to d. The worst
case risk of all the other estimators is computed as follows. Since all these estimators
are invariant to orthogonal group transformations, the risk R(6,6) only depends on ]2
and not its direction. So the worst-case risk can be obtained by solving the following
optimization problem: maxyc(o, g R(é, be1), where e; is the first standard basis vector. We
use grid search to solve this problem, with 0.05 x B grid width. We use 10* samples to
approximately compute R(é, bey) for any 6,b.

Duality Gap. For estimators derived from our technique, we also present the duality
gap, which is defined as supgeg R(0ave, 0) —infy_p, R(0, % ZZT:l P;). Duality gap quantifies
the closeness of (é VG % ZiT:1 PZ) to a Nash equilibrium. Smaller the gap, closer we are to
an equilibrium.

Results. Table 5.1 shows the performance of various estimators for various values of
d, B along with the duality gap for our estimator. For B = v/d, the estimators obtained
using Algorithm 5.1 have similar performance as the “Bayes estimator for uniform prior
on boundary”, which is known to be minimax. For B = 2v/d,3v/d for which the exact
minimax estimator is unknown, we achieve better performance than baselines. Finally, we
note that the duality gap numbers presented in the table can be made smaller by running
our algorithm for more iterations. When the dimension d = 1, Donoho et al. [29] derived
lower bounds for the minimax risk, for various values of B. In Table 5.2, we compare the
worst risk of our estimator with these established lower bounds. It can be seen that the
worst case risk of our estimator is close to the lower bounds.
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Table 5.1: Worst-case risk of various estimators for finite Gaussian sequence model. The risk
is measured with respect to squared error loss. The worst-case risk of the estimators from Al-
gorithm 5.1 (last two rows) is smaller than the worst-case risk of baselines. The numbers in the
brackets for Averaged Estimator represent the duality gap.

‘Worst-case Risk

B=+vd B=15Vd B=2vd
Estimator d=10 | d=20 | d=30 || d=10 | d=20 | d=30 || d=10 | d=20 | d =30
Standard 10 20 30 10 20 30 10 20 30
James Stein 6.0954 | 11.2427 | 16.073 || 7.9255 | 15.0530 | 21.3410 | 8.7317 | 16.6971 | 24.7261
Projection 8.3076 | 17.4788 | 26.7873 || 10.3308 | 20.3784 | 30.2464 || 10.1656 | 20.2360 | 30.3805

Bayes estimator
for uniform prior 4.8559 | 9.9909 | 14.8690 || 11.7509 | 23.4726 | 35.2481 24.5361 | 49.0651 73.3158
on boundary
Averaged 4.7510 | 9.7299 | 14.8790 || 6.7990 | 13.8084 | 20.5704 || 7.8504 | 15.6686 | 23.8758
Estimator (0.1821) | (0.2973) | (0.0935) || (0.0733) | (0.2442) | ( 0.0087) || (0.3046) | (0.2878) | (0.6820)
Bayes estimator
for avg. prior

4.9763 | 10.1273 | 14.8128 || 6.7866 | 13.8200 | 20.3043 || 7.8772 | 15.6333 | 23.5954

Table 5.2: Comparison of the worst case risk of éAVG with established lower bounds from
[29] for finite Gaussian sequence model with d = 1.

B-—1|B=2|B=3|B=4

Worst case risk of
Averaged Estimator
Lower bound 0.449 | 0.644 | 0.750 | 0.814

0.456 | 0.688 | 0.799 | 0.869

5.7.2 Finite Gaussian Sequence Model with a few coordinates

In this section we again consider the finite Gaussian sequence model, but with a different
risk. We now measure the risk on only the first k& coordinates: M (61,602) = 2511(91 (1) —
62(i))?. We present experimental results for k = 1,d/2.

Proposed Technique. Following Theorem 5.5, the original min-max objective can be
reduced to the simpler problem in Equation (5.6). We use similar optimization oracles as
in Algorithms 5.2, 5.3, to solve this problem. The maximization problem is now a 2D opti-
mization problem for which we use grid search. The minimization problem, which requires
computation of Bayes estimators, can be solved analytically and has similar expression as
the Bayes estimator in Algorithm 5.3 (see Section 5.8.8 for details). We use a 2D grid of
0.05B width and length in the maximization oracle. We use the same hyper-parameters as
above and run FTPL for 10000 iterations for £ = 1 and 4000 iterations for k = d/2.

Worst-case Risk. We compare our estimators with the same baselines described in the
previous section. For the case of k = 1, we also compare with the best linear estimator,
which is known to be approximately minimax with worst case risk smaller than 1.25 times
the minimax risk [28]. Since all these estimators, except the best linear estimator, are
invariant to the transformations of group Q(k) x O(d — k), the max risk of these estimators
can be written as maxy2 42 g R(é, [bie1 k, bae1 d—k]). We solve this problem using 2D grid
search. The worst case risk of best linear estimator has a closed form expression.

Results. Table 5.3 shows the performance of various estimators for various values of
d, B. It can be seen that for B = v/d, our estimators have better performance than other
baselines. The performance difference goes down for large B, which is as expected. In
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Table 5.3: Worst-case risk of various estimators for bounded normal mean estimation when the
risk is evaluated with respect to squared loss on the first k coordinates.

Worst-case Risk
k=1,B=+d k=1,B=2Vd k=1B=3Vd
Estimator d=10 | d=20 | d=30|{d=10 | d=20 |d=30||d=10 | d=20 | d=30
Standard Estimator 1 1 1 1 1 1 1 1 1
James-Stein Estimator 2.3796 4.9005 7.3489 2.5087 4.9375 7.3760 2.4288 | 4.8951 7.3847
Projection Estimator 1.0055 1.4430 2.0424 1.0263 1.1051 1.5077 1.0288 1.0310 1.0202
Best Linear Estimator 0.9091 | 0.9524 | 0.9677 0.9756 | 0.9877 | 0.9917 || 0.9890 | 0.9945 | 0.9963
Bayes Estimator for
average prior
Averaged Estimator || 0.7939 | 0.8579 | 0.8955 || 0.9104 | 0.9497 | 0.9724 0.9640 1.0003 1.0101
Worst-case Risk
k=d/2,B=+d k=d/2,B=2Vd k=d/2,B=3Vd
Estimator d=10 | d=20 | d =30 d=10 | d=20 d =30 d=10 d =20 d =30
Standard Estimator 5 10 15 5 10 15 5 10 15
James-Stein Estimator 4.1167 7.9200 | 11.6892 5.0109 9.7551 14.6568 5.0281 10.0155 14.9390
Projection Estimator 7.1096 | 15.8166 | 24.8158 || 30.3166 | 66.1806 | 103.0456 || 73.4834 | 156.5076 | 241.1031
Bayes Estimator for || g 55,1 | 6 5834 | 9.8189 || 4.2477 | 8.6564 | 13.0606 | 4.6359 | 9.2773 | 13.9678
average prior

Averaged Estimator || 3.2008 | 6.4763 | 9.7763 || 4.2260 | 8.6421 | 13.0353 || 4.6413 | 9.2760 | 13.9446

0.7955 | 0.8565 | 0.8996 || 0.9160 | 0.9496 | 0.9726 0.9611 | 1.0007 | 1.0172

order to gain insights about the estimator learned by our algorithm, we plot the contours of
éAVG(X ) in Figure 5.1, for the k = 1 case, where the risk is measured on the first coordinate.
It can be seen that when X (1) is close to 0, irrespective of other coordinates, the estimator
just outputs X (1) as its estimate of #(1). When X (1) if far from 0, by looking along the
corresponding vertical line, the estimator can be seen as outputting a shrinked version of
X (1), where the amount of shrinkage increases with the norm of X (2 : d). Note that this
is unlike James Stein estimator which shrinks vectors with smaller norm more than larger
norm vectors.

Contours of Estimator d = 10, B = v/10 Contours of Estimator d = 10, B = 2/10 Contours of Estimator d = 10, B = 3v/10
3 3 T 3
6 04 12 o 12 24
5 18 10 18 10 18
12 12 12
o o o
=4 06 =8 06 =8 06
T T °
a3 ° a6 ° 8 6 °
I~ | 06 I~ 06 ] 06
2 1.2 4 12 4 1.2
18 18 18
1 2 2
24 24 24
1 3 -3 3
5 0 5 -10 -5 0 5 10 -10 0 10
X(1) X(1) X(1)

Figure 5.1: Contour plots of the estimator learned using Algorithm 5.1 when the risk is evaluated
on the first coordinate. x axis shows the first coordinate of X, which is the input to the estimator.
y axis shows the norm of the rest of the coordinates of X. The contour bar shows 9(1), the first
co-ordinate of the output of the estimator.

5.7.3 Linear Regression

In this section we present experimental results on linear regression. We use Algorithm 5.1
with optimization oracles described in Algorithms 5.4, 5.5 to find minimax estimators for
this problem. We use the same hyper-parameter settings as finite Gaussian sequence model,
and run Algorithm 5.1 for T = 500 iterations. We compare the worst-case risk of mini-
max estimators obtained using our algorithm for various values of (n,d, B), with ordi-
nary least squares (OLS) and ridge regression estimators. Since all the estimators are
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invariant to the transformations of orthogonal group O(d), the max risk can be written as
mMaXpe[o,B] R(é, be1), which can be efficiently computed using grid search. Table 5.4 presents
the results from this experiment. It can be seen that we achieve better performance than
ridge regression for small values of n/d, B. For large values of n/d, B, the performance of
our estimator approaches ridge regression. The duality gap numbers presented in the Table
suggest that the performance of our estimator can be improved for larger values of n/d, B,
by choosing better hyper-parameters.

Table 5.4: Worst-case risk of various estimators for linear regression. The performance of ridge is
obtained by choosing the best regularization parameter. The numbers in the brackets for Averaged
Estimator represent the duality gap.

Worst-case Risk

n=15xd,B=0.5xvd n=15xd,B=+d
Estimator d=5 [ d=10 | d=15 | d=20 d=5 [ d=10 | d=15 | d=20
OLS 5.0000 | 2.5000 | 2.5000 | 2.2222 5.0000 | 2.5000 | 2.5000 | 2.2222
Ridge regression 0.6637 | 0.9048 | 1.1288 | 1.1926 1.3021 | 1.4837 | 1.6912 | 1.6704
Averaged 0.5827 | 0.8275 | 0.9839 | 1.0946 || 1.2030 | 1.4615 | 1.6178 | 1.6593
Estimator (0.0003) | (0.0052) | (0.0187) | (0.0404) || (0.0981) | (0.1145) | (0.1768) | (0.1863)

Bayes estimator

. 0.5827 | 0.8275 | 0.9844 | 1.0961 1.1750 1.4621 1.6265 1.6674
for avg. prior

Worst-case Risk

n=2xd,B=05x+d n=2xd B=+vd
Estimator d=5 [ d=10 | d=15 | d=20 d=5 [ d=10 | d=15 | d=20
OLS 1.2500 | 1.1111 | 1.0714 1.053 1.2500 | 1.1111 | 1.0714 1.053
Ridge regression 0.5225 | 0.6683 | 0.7594 | 0.8080 0.8166 | 0.8917 | 0.9305 | 0.9608
Averaged 0.4920 | 0.5991 | 0.6873 | 0.7339 || 0.8044 | 0.8615 | 0.9388 | 0.9621
Estimator (0.0038) | (0.0309) | (0.0485) | (0.0428) || (0.0647) | (0.0854) | (0.0996) | (0.1224)

Bayes estimator

. 0.4894 | 0.6004 | 0.6879 | 0.7320 0.8140 0.8618 0.9375 0.9656
for avg. prior

5.7.4 Covariance Estimation

In this section we present experimental results on normal covariance estimation.

Minimization oracle. In our experiments we use neural networks, which are universal
function approximators, to parameterize functions f, g in Equation (5.13). To be precise,
we use two layer neural networks to parameterize each of these functions. Implementing
the minimization oracle then boils down to finding the parameters of these networks which

minimize Ey.p, [R(f) t.g-Diag(A))|. In our experiments, we use stochastic gradient descent

to learn these parameters.

Baselines. We compare the performance of the estimators returned by Algorithm 5.1 for
various values of (n,d, B), with empirical covariance S,, and the James Stein estimator [52]
which is defined as K, A JSKZ; , where K, is a lower triangular matrix such that S,, = K, nKT:LF
and A g is a diagonal matrix with i*" diagonal element equal to m.

Results. We use worst-case risk to compare the performance of various estimators. To
compute the worst-case risk, we again rely on DragonFly. We note that the worst-case
computed using this approach may be inaccurate as DragonFly is not guaranteed to return
a global optimum. So, we also compare the risk of various estimators at randomly generated
3’s (see Section 5.8.12). Table 5.5 presents the results from this experiment. It can be seen
that our estimators outperform empirical covariance for almost all the values of n, d, B and
outperform James Stein estimator for small values of n/d, B. For large values of n/d, B,
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our estimator has similar performance as JS. In this setting, we believe the performance of
our estimators can be improved by running the algorithm with better hyper-parameters.

Table 5.5: Worst-case risk of various estimators for covariance estimation for various configurations
of (n,d, B). The worst-case risks are obtained by taking a max of the worst-case risk estimate from
DragonFly and the risks computed at randomly generated X’s.

Worst-case Risk
n=15xdB=1|n=15xdB=2|n=15xdB=4 || n=15xd,B=38
Estimator d=5 d=10 d=5 d=10 d=5 d=10 d=5 d=10
Empirical Covariance 2.5245 5.1095 2.5245 5.1095 2.5245 5.1095 2.5245 5.1095
James-Stein Estimator 2.1637 4.1704 2.1637 4.1704 2.1637 4.1704 2.1637 4.1704
Averaged Estimator || 1.8686 3.1910 1.9371 3.7019 2.0827 4.2454 2.1416 3.9864
Worst-case Risk
n=2xdB=1|n=2xd,B=2|n=2xd,B=4||n=2xd,B=8
Estimator d=5 |d=10|| d=5| d=10 d=5 | d=10 d=5| d=10
Empirical Covariance 1.8714 | 3.4550 1.8714 | 3.4550 1.8714 | 3.4550 1.8714 | 3.4550
James-Stein Estimator 1.6686 2.9433 1.6686 | 2.9433 1.6686 | 2.9433 1.6686 | 2.9433
Averaged Estimator || 1.2330 | 2.1944 || 1.5237 | 2.6471 1.6050 | 3.0834 1.6500 | 2.9907
Worst-case Risk
n=3xd,B=1|{n=3xd,B=2|n=3xd,B=4||n=3xd,B=8
Estimator d=5 |d=10|| d=5| d=10 d=5| d=10 d=5 |d=10
Empirical Covariance 1.1425 2.1224 1.1425 | 2.1224 1.1425 | 2.1224 1.1425 | 2.1224
James-Stein Estimator 1.0487 1.9068 1.0487 | 1.9068 1.0487 | 1.9068 1.0487 | 1.9068
Averaged Estimator || 0.8579 | 1.3731 || 0.9557 | 1.7151 1.0879 | 1.9174 1.2266 | 2.0017

5.7.5 Entropy Estimation

In this section, we consider the problem of entropy estimation described in Section 5.2.4.
Similar to covariance estimation, we use two layer neural networks to parameterize functions
g, h in Equation (5.14). Implementing the minimization oracle then boils down to finding

the parameters of these networks which minimize Ep. p, [R( fgﬁ, P)] We use stochastic
gradient descent to solve this optimization problem.

Baselines. We compare the performance of the estimators returned by Algorithm 5.1 for
various values of (n,d), with the plugin MLE estimator — Ele p; log p;, and the minimax
rate optimal estimator of Jiao et al. [53] (JVHW). The plugin estimator is known to be
sub-optimal in the high dimensional regime, where n < d [53|.

Results. We compare the performance of various estimators based on their worst-case risk
computed using DragonFly. Since DragonFly is not guaranteed to compute the worst-case
risk, we also compare the estimators based on their risk at randomly generated distributions
(see Section 5.8.12). Table 5.6 presents the worst-case risk numbers. It can be seen that the
plugin MLE estimator has a poor performance compared to JVHW and our estimator. Our
estimator has similar performance as JVHW, which is the best known minimax estimator
for entropy estimation. We believe the performance of our estimator can be improved with
better hyper-parameters.
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Table 5.6: Worst-case risk of various estimators for entropy estimation, for various values of (n, d).
The worst-case risks are obtained by taking a max of the worst-case risk estimate from DragonFly
and the risks computed at randomly generated distributions.

Worst-case Risk
d=10 d=20 d=40 d =80

Estimator | n=10n=20|{|n=20n=40||n=10n=20n=40||n=20|n=40|n = 80
Plugin 0.2895 | 0.1178 || 0.2512 | 0.0347 || 2.1613 | 0.8909 | 0.2710 || 2.2424 | 0.9142 | 0.2899
MLE

JVHW [53] |[0.3222 [ 0.0797 || 0.1322[0.0439 || 0.6788 | 0.2699 | 0.0648 | 0.3751] 0.1755] 0.0974
Averaged |\ 13801 0.0723 | 0.1680 | 0.0439 || 0.5392| 0.2320| 0.0822 || 0.5084 | 0.2530 | 0.0672
Estimator

5.8 Proofs

5.8.1 Measurability of Bayes Estimators
For any prior II, define prp(X") as

| Tntxsopanco).
=1

For any prior II, define estimator 011 as follows

On(X") e argmin Eg (. xn) [M(é, 0)] .
0cO

Certain regularity conditions need to hold for this to be a Bayes estimator of II. O de-
fined this way need not be a measurable function of X"”. We now provide sufficient condi-
tions on the statistical problem which guarantee measurability of 0r1. These conditions are
from Brown and Purves [16].

Assumption 5.1. The sample space X" and the parameter set © are non-empty Borel
sets.

Assumption 5.2. Let B(X™) be the Borel o-algebra corresponding to the sample space X™
and B(O©) be the Borel o-algebra corresponding to parameter space ©. Let II be a prior
probability measure on ©. Suppose, for each 8 € ©, Py is such that, for each B € B(X"),
the function 6 — Py(B) is measurable w.r.t B(O).

Assumption 5.3. The loss function M defined on © x © and taking non-negative real
values, is measurable w.r.t B(©) x B(©). Moreover, M(-,0) is lower semi-continuous on
O, for each 0 € O©.

Under these assumptions, when © is compact, Brown and Purves [16] show that there exists
a Borel measurable function 8 such that

On(X") € argmin Eg-ry(xn) [M(é, 0)] .
0cO

Moreover, fy is the Bayes estimator for II.
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5.8.2 Minimax Estimators, LFPs and Nash Equilibirium

Proposition 5.6. Consider the statistical game in Equation (1.1). If (8%, P*) is a mized
strategy NE of (1.1), then the minmaz and maxmin values of the linearized game are equal
to each other. Moreover, 8% is a minimaz estimator and P* is an LFP. Conversely, if 6
is a minimaz estimator, and P* is an LEFP, and the minmax and maxmin values of the
linearized game (1.4) are equal to each other, then (6%, P*) is a mized strategy NE of (1.1).
Moreover, 0* is a Bayes estimator for P*.

Proof. Suppose (é*, P*) is a mixed strategy NE. Then, from the definition of mixed strategy
NE, we have
sup R(0*,P) < R(6*,P*) < inf R(0,P*).
PeMeg feMp

This further implies

(@) . (b) (c)
inf sup R(0,P) < sup R(0*,P)<R(9*,P*)< inf R(A,P*)< sup inf R(0,P).
GGMD PeMg PeMgo QGM'D PeMg QEMD

Since infg o  SUppepqq R(0,P) > SUPpe Mo Ifjc v, R(, P), the above set of inequali-
ties all hold with an equality and imply that the minmax and maxmin values of the lin-
earized game are equal to each other. Moreover, from (a), we have suppe g, R(07, P) =

infge . SUPpe Mo R(0,P). This implies 9:* is a minimax estimator. From (c), we have
inféefvlp R(0, P*) = suppe g 'nfée/vlp R(6, P). This implies P* is an LFP. Finally, from

(b), we have R(6*, P*) = infge R(0, P*). This implies 6* is a Bayes estimator for P*.

We now prove the converse. Since 6* is a minimax estimator and P* is an LFP, we have

sup R(6*,P)= inf sup R(6,P), inf R(G,P*)= sup inf R(6,P).
PeMeg beMp PEMg feMp PeMe eMp

Moreover, since minmax and maxmin values of the linearized game are equal to each other,
all the above 4 quantities are equal to each other. Since R(0*, P*) < suppep, R(0%, P)

and R(0*, P*) > infs_,, R(6, P*), we have

sup R(0*,P) = R(6*,P*) = inf R(0,P*).
PeMeg 0eMp

This shows that (é*, P*) is a mixed strategy NE of the linear game in Equation (1.4). [

5.8.3 Follow the Perturbed Leader (FTPL)

We now describe the FTPL algorithm in more detail. We first introduce the notion of an
offline optimization oracle, which takes as input a function f : X — R and a perturbation
vector o and returns an approximate minimizer of f(x) — (o, x). An optimization oracle is
called “(«, f)-approximate optimization oracle” if it returns x* € X’ such that

fXT) = (o0,x") < inf f(x) = (0, x) + o+ Bo].

xeX
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Denote such an oracle with (’)F%P L (f,0). Given access to such an oracle, the FTPL algo-
rithm is given by the following prediction rule (see Algorithm 5.6)

OFTFL (Z . > |

where o € R? is a random perturbation such that {aj}?zl vl Exp(n) and Exp(n) is the
exponential distribution with parameter n. We now state the following result from Suggala
and Netrapalli [96] which provides an upper bound on the expected regret of Algorithm 5.6.

Theorem 5.11 (Regret Bound). Let D be the {s diameter of X. Suppose the losses
encountered by the learner are L-Lipschitz w.r.t €1 norm. For any fixed n, the predictions
of Algorithm 5.6 satisfy the following regret bound
T T
1 1. d(8T + D)
il — — inf PR T
T;ft(xt) Ti?xt;ft(x) T

<0 (nd2DL2 + +a+ BdL) .

Algorithm 5.6 Follow the Perturbed Leader (FTPL)

1: Input: Parameter of exponential distribution 7, approximate optimization subroutine O, g
2: fort=1...T do "
3: Generate random vector o such that {o; }?:1 "X Exp(n)

4: Predict x; as
FTPL (Z fi ) .

5: Observe loss function f;

5.8.4 Minimax Estimation via Online Learning
5.8.4.1 Proof of Proposition 5.1
We have the following bounds on the regret of the minimization and maximization players

T
R0, P)— inf > R, P) < e (T
Z (6, P QEDZ ) < a(D),

T
supZR 0:,0) = > " R(0:, P) < ex(T).
€0 -1 t=1

Now consider the following

1
inf — R(9, P,
dgep T ; (6, 71)
T
1 N El(T)
> — — 5.15
- (T) + ex(T)
> sup — R(0:,0) — )
6co ; (6.6) T



where the first and the second inequalities follow from the regret bounds of the minimization
and maximization players. We further bound the LHS and RHS of the above inequality as
follows

T T T
. 1 A 1 A A
nf > R(0,P) < — > > R(by, P) = R(Oxnp, Pave),
t=1 t=1t'=1
1 1 T T . .
zgg f ; R(0t7 9) > = ; ; R(Ot/y Pt) = R(ORNDa PAVG)'

Combining the previous two sets of inequalities gives us

R « T)+ ex(T
R(HRND7 PAVG) > sup R(HRND7 9) - 61()1-,62()7
0O

A A o
Rlfanos Pae) < inf RO, Pac) + 220
beD T

5.8.4.2 Proof of Theorem 5.1

To prove the Theorem we first bound the regret of each player and then rely on Propo-
sition 5.1 to show that the iterates converge to a NE. Since the maximization player is
responding using FTPL to the actions of minimization player, we rely on Theorem 5.11 to
bound her regret. First note that the sequence of reward functions seen by the maximiza-

tion player R(0;,-) are L-Lipschitz. Moreover, the domain © has {,, diameter of D. So
applying Theorem 5.11 gives us the following regret bound

T

T
1 A 1 A d(BT + D)

E, —Y R(0:,0) — =Y R(6;,06 <O |(nd*DL*+ -—— dL ) .

SggT; (0+,0) T; (6,6:(0))| < (77 + T +a+p )
Taking the expectation inside, we get the following

1 < 1 & d(BT + D)

~N"R(6,0) - = R(b,P) <0 (nd®DL*+ 22— dL). (5.16

s 3 3R~ 1 SRR <0 (npe+ W ok sar ). (510

Since the minimization player is using BR, her regret is upper bounded by 0. Plugging in
these two regret bounds in Proposition 5.1 gives us the required result.

5.8.4.3 Proof of Corollary 5.1

Note that this corollary is only concerned about existence of minimax estimators and LFPs,
and showing that minmax and maxmin values of Equation (1.4) are equal to each other. So
we can ignore the approximation errors introduced by the oracles and set « = 8 =a’ =0
in the results of Theorem 5.1 (that is, we assume access to exact optimization oracles, as
we are only concerned with existence of NE and not about computational tractability of
the algorithm).
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Minimax Theorem. To prove the first part of the corollary, we set n = 1/ﬁ in
Theorem 5.1 and let T — co. We get

sup R(éRND, ) = inf R(é, Puvc)

IS 0D

= sup R(@ARND,P):Ainf R(é,PAVG)
PeMeo 0eMp

— inf sup R(A,P)< sup inf R(G,P).
0eMp PeMg PeMeg 0eEMp

Since minmax value of any game is always greater than or equal to maxmin value of the
game, we get

inf  sup R(A,P)= sup inf R(0,P)R*.
0eMp PEMg PeMg e Mp

Existence of LFP. We now show that the statistical game has an LFP. To prove this
result, we make use of the following result on the compactness of probability spaces. If ©
is a compact space, then Mg is sequentially compact; that is, any sequence P, € Mg has
a convergent subsequence converging to a point in Mg (the notion of convergence here is
weak convergence). Let Pyyq; = %Zle P; be the mixture distribution obtained from the

first ¢ iterates of Algorithm 5.1 when run with n = \/ﬁ and exact optimization oracles.

Consider the sequence of probability measures { Py +}52,. Since the parameter space O is
compact, we know that there exists a converging subsequence { Pyt }5°,. Let P* € Mg
be the limit of this sequence. In the rest of the proof, we show that P* is an LFP; that is,

infy_p, R(0, P*) = R*. Since R(6,0) is bounded, and Lipschitz in its second argument, we
have
V0 € Mp  lim R(0, Pyey,) = R(6, P¥). (5.17)
1—00

This follows from the equivalent formulations of weak convergence of measures. We now
make use of the following result from Corollary 5.2 (which we prove later in Section 5.8.4.4)

inf R(0, Payes) > R — O(t72).

0D
Combining this with the fact that suppe g, infyp R(0, P) = R*, we get
lim inf R(6, Pyey,) = R*. (5.18)
10 gD

Equations (5.17), (5.18) show that inf_,,

quences as i — o0. Since infy_,, R(é, Pyet,) < R(é, P,cy,) for all 4, 6 € D, we have

R(é,PAVG,ti), R(é, P,ct,) are converging se-

lim inf R(, Pyey,) < lim R(0, Pyey,), VO € D.
100 gD 1—00

From Equations (5.17), (5.18), we then have
R* < R(6,P*), VeD
— R* < inf R(§, P¥),

0D
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Combining this with the fact that suppepy,, infy.p R(0, P) = R, we get

inf R(0, P*) = R*.
0eD

This shows that P* is an LFP.

Existence of Minimax Estimator. To show the existence of a minimax estimator, we
make use of the following result from Wald [104], which is concerned about the “compact-
ness” of the space of estimators Mop.

Proposition 5.7. Suppose © is compact w.r.t Ap(01,62) = supgeg |M(01,0) — M(62,0)|.
Moreover, suppose the risk R is bounded. Then for any sequence of {6;}72, of estimators
there exists a subsequence {Hij };";1 such that lim;_, Qij =6y and for any 0 € ©

lim inf R(6;;,0) > R(0o,0).

1—00

Let HARND,t be the randomized estimator obtained by uniformly sampling an estimator
from {6;}t_,. Consider the sequence of estimators {fpyp;}?°;. From the above propo-
sition, we know that there exists a subsequence {HRND,tj }?‘;1 and an estimator 6* such that
liminf; o R(Ornpyt;,0) > R(07,0). We now show that 6* is a minimax estimator; that is,

we show that supgeg R(6*,0) = R*. We make use of the following result from Corollary 5.2

~

sup R(GRND,t7 0) S R* + O(t_%)
o€

A~

Combining this with the fact that inf;_,, suppe g, R(0, P) = R*, we get

lim sup R(Opnpyt,,0) = R*. (5.19)

J—9cOo
Since supgeg R(éRND’tj,G) > R(éRND,tj,é) for any j,0 € ©, we have

lim inf sup R(fpnpy;,0) > lim inf R(Onwpy,,0) > R(0%,0), VO € ©.

J—00 fcO J—00

Since {R(HRND,tj,H)}]O.’;l is a converging sequence, we have

A~ A~

lim inf sup R(Orpyt;,0) = lim sup R(Opnpy,,0) = R*.
)70 9co J—0 9eco

This together with the previous inequality gives us supj_g R(éRND,t ].,0) < R*. This shows
that 8* is a minimax estimator.
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5.8.4.4 Proof of Corollary 5.2

Minimax Estimator. From Theorem 5.1 we have

T
R 1 R
sup R(Oznp, 0) = sup — R(6;,0
6co (O, 9) ee@T; (6:.9)
T
1 A d(BT + D)
< inf = P, pr? 4 2= ! L
_Q;QDTZR(G, Z)+O<nd T +a+a+6d>
i=1
T
.1 X d(BT + D)
= inf =) R(O,P +O<nd2DL2—|——|—a+o/+BdL>
éEM'DT; ( ) 77T
(a) R d(BT + D
< inf sup R(H,P)+O(nd2DL2+(B—F)—i-a—ko/—i-ﬁd[/),
e Mp PEMg TZT

where (a) follows from the fact that supycg R(4,0) > %Z?zl R(0,P;). Substituting

n = 1/ﬁ in the above equation shows that the randomized estimator is approximately
minimax. This completes the first part of the proof. If the metric M is convex in its first
argument, then from Jensen’s inequality we have

~

V0, R(Oave,0) < R(Onnp, 0).
This shows that the worst-case risk of éAVG is upper bounded as

d(BT + D)
nl

sup R(Oave,0) < inf sup R(,0)+O <77dQDL2 +

R +a+ad + ﬁdL) .
0cO e Mp PeMeg

(5.20)

Substituting n = \/ﬁ in Equation (5.20) gives us the required bound on the worst-case

risk of @ e

LFP. We now prove the results pertaining to LFP. From Theorem 5.1, we have

T
. A ) 1 A
Jinf R(0, Pye) = inf T E R(0, P;)

e Mp éGM'D i=1
T
1 A d(BT + D
> sup = > R(0;,P)—0 (nd2pL2 + AT+ D) +a+ad + ﬂdL)
PeMeg i—1 TIT
- T+ D
> inf sup R(6,P)—O <17d2DL2 + dpr £ D) +a+a + ,BdL) .
deMp PeMeo nT

Substituting n = in the above equation shows that P, is approximately least

1
dL?T
favourable. Now consider the case where M is convex in its first argument. To show that

0 .vc is an approximate Bayes estimator for P,,.., we again rely on Theorem 5.1 where we
showed that

d(pT + D)

T T
1 A 1 .
sup TE R(6;, P) < inf TE R(0, P)+0O (nd2DL2+ T

R +a+a + 5dL) .
pPeme 1" bemp 1
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Since 25 S S0 R(0y, Pr) < suppepg + Soiey B(;, P), we have

T T T

1 ) 1 A
= > ) R(by,P) < inf => RO, P)+O (ndZDL2 +
=1 v=1 0eEMp = 3

d(BT + D)

T +a+o/+6dL>.

Since M is convex in its first argument, we have

T T

1 N 1 A

ﬁ § § R(et’apt) > f g R(QAVG;Pi)'
t=1t'=1 ;

Combining the above two equations shows that éAVG is an approximate Bayes estimator for
PAVG'
5.8.5 Invariance of Minimax Estimators

5.8.5.1 Proof of Theorem 5.2

In our proof, we rely on the following property of left Haar measure p of a compact group
G. For any real valued integrable function f on G and any g € G [see Chapter 7 of 106]

/ F(g~ h)dpu(h) = / F(h)dp(h). (5.21)
G G

We now proceed to the proof of the Theorem. For any estimator : X" — O, define the
following estimator 0g

b (X") Z/Ggé(g‘IX")du(g),
where p is the left Haar measure on G and ¢gX" = {9X1,...9X,}. The above integral
is well defined because 6 is measurable, G is compact and the action of the group G is

continuous. We first show that ¢ is invariant under group transformations G. For any
h € G, consider the following

QG(hX”):/Ggé((g‘lh)X”)du(g)
:/Gh(hlg)é((hlg)lxn)dﬂ(g)
-5 [/G(hlg)é((hlg)lxn)dﬂ(g)}

@ M}gé(g‘lxn)du(g)}
= hfg(X™),

where (a) follows from Equation (5.21). This shows that f¢ is an invariant estimator. We
now show that the worst case risk of 6 is less than or equal to the worst case risk of 6.
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Consider the following upper bound on the risk of b at any § € ©
R(6,0) = Exnpy [M(8(X™), 9)}

< Exn~pp / M(gé(g_IX”), G)d;z(g)] (convexity of M)
L/ G
E

= Exn~pp Egrp [M(gé(g—lxn)ﬁ)”

@ Eg [Eanpgn_le {M(gé(X”),H)H (change of variables)

® Egp {EXan:_le [M(HA(X"),QAH)H (invariance of M)

=Egup [R(é,g”@)}

< sup R(é, 0,
0'cO

where (a) follows from Fubini’s theorem and change of variables X’ = ¢~'X and the fact
that if X ~ Py, then ¢g7'X ~ Py-19. (b) follows from the invariance property of the metric

M. This shows that supyceo R(0a,0) < SUPgco R(0,0). This shows that we can always
improve a given estimator by averaging over the group G and hence there should be a
minimax estimator which is invariant under the action of G.

5.8.5.2 Proof of Theorem 5.3
We first prove some intermediate results which we require in the proof of Theorem 5.3.

Lemma 5.1. Suppose 0 is a deterministic estimator that is invariant to group transforma-
tions G. Then R(6,01) = R(0,62), whenever 01 ~ 0.

Proof. Suppose 02 = gy for some g € G. From the definition of R(é, g01) we have

where (a) follows from the fact that gX ~ Py, whenever X ~ Fy. This shows that
R(0,01) = R(6,05). O

Lemma 5.2. Suppose 11 is a probability distribution which is invariant to group transfor-
mations G. For any deterministic estimator @, there exists an invariant estimator 0g such
that the Bayes risk of 0g is no larger than the Bayes risk of 0
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Proof. Define estimator Oc: as follows

b (xm) = /G g0(g X dpu(g),

where p is the left Haar measure on G. Note that, in the proof of Theorem 5.2 we showed
that this estimator is invariance to the action of group G. We now show that the Bayes
risk of f¢ is less than equal to the Bayes risk of . Consider the following

R(0g, 1) = Egpn1[R(8, 0)]

= Epen [Bxonry [0 ([ obts™ 500006 ]
(%) Egm [EXHNP;[ g~u[ (9 (971%™, )}H

= Egop [Eourt [Exonry (M (g0(57%™).6)]]]

2 By [Bourt [Bxorp [M (0(571%7),716) |]]

Sy om0
9 By [R(0,0)]

where (a) uses convexity of M and follows from Jensen’s inequality, (b) follows from the
invariance of M and (c) follows from the invariance of distribution II to actions of group
G. O

We now proceed to the proof of Theorem 5.3. We first prove the second part of the
Theorem. The first part immediately follows from the proof of second part. Suppose
(é*@ Pf) is an e-approximate mixed strategy Nash equilibirium of the reduced statistical
game in Equation (5.3). Our goal is to construct an approximate Nash equilibrium of the
original statistical game in Equation (1.1), using (ég, Pg).

Note that QAZV is a randomized estimator over the set of deterministic invariant estimators
D¢ and Pf is a distribution on the quotient space ©/G. To construct an approximate
Nash equilibrium of the original statistical game (1.1), we extend Pg to the entire parameter
space ©. We rely on Bourbaki’s approach to measure theory, which is equivalent to classical
measure theory in the setting of locally compact spaces we consider in this work [106]. In
Bourbaki’s approach, any measure v on a set © is defined as a linear functional on the set
of integrable functions (that is, a measure is defined by its action on integrable functions)

— / £(6)dv(0)
C)

We define P*, the extension of P75 to the entire parameter space O, as follows

Pr[f] = f'(©5)dP5(03),
e/G
where f': ©/G — R is a function that depends on f, and is deﬁned as follows. First define
fr : ©® = R, an invariant function constructed using f, as f7(6 fe (96)du(g), where
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o is the left invariant Haar measure of G. From Equation (5.21), it is easy to see that
fr(h®) = f1(0), for all h € G. So fr is constant on the equivalence classes of ©. So f; can
be written in terms of a function f': ©/G — R, as follows

fI:f/OIYa

where v : © — O/G is the orbit projection function which projects § € © onto the quotient
space. We first show that P* defined this way is an invariant measure. To this end, we use
the following equivalent definition of an invariant measure.

Proposition 5.8. A probability measure v on © 1is invariant to transformations of group

G iff for any v-integrable function f and for any h € G, [ f(8)dv(0) = [ f(hO)dv(0).

Since fr is an invariant function, relying on the above proposition, it is easy to see that P*
is an invariant measure. We now show that (ég, P*) is an e-approximate mixed strategy
Nash equilibrium of Equation (1.1). Since (QA*G7 PZ) is an e-approximate Nash equilibrium
of Equation (5.3), we have

sup  Rg(0,0p) — € < Eo,ops[Ra(05,0p)] < inf Ee,wp:[Ra(0,0p)] +e (5.22)
©3€0/G 0cDg

where Dg is the set of deterministic invariant estimators. Now consider the following

Eop+[R(0%,0)] @ Eey~py [Rq(0%,05)]  (Lemma 5.1)

< inf Eo,~ps[Rc(0,05)] +¢ (Equation (5.22))
0€Dg

= inf Eg.p-[R(0,0)] + ¢ (definition of P*)
0D

b ~
@ inf Eg.p-[R(0,6)] + ¢ (Lemma 5.2),
0eD
where (a) follows from the definition of P* and Lemma 5.1. (b) follows from the fact
that for any invariant prior, there exists a Bayes estimator which is invariant to group
transformations (Lemma 5.2). Next, we provide a lower bound for Eg.p«[R(6{, 6)]

Eg-.p+[R(05,0)] = e~z [Ra (05, ©5)]
> sup Rg(0%,05) —¢
©3€0/G

=sup R(A%,0) —e (Lemma 5.1)
0O

The upper and lower bounds for Eg. p« [R(ég,@)] derived in the previous two equations
shows that (6, P*) is an e-approximate mixed strategy Nash equilibrium of the original
statistical game in Equation 1.1. The above inequalites also show that

sup R(0f,0) — € < Eo,ps [Ra(05,©5)] < inf Egop-[R(0,0)] + €.
0cO 0D

This, together with Equation (5.22), shows that

~

“inf sup R(#,6) = inf sup Rg(6,0p).
feMp 6O 96./\/197@ eﬁEQ/G
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5.8.6 Applications of Invariance Theorem

In our proofs, we establish homeomorphisms between the quotient spaces and another
natural space over which we run our algorithm. Note that establishing a homeomorphism is
sufficient since we are only dealing with Borel o-algebras on our spaces and homeomorphism
would imply that there is an isomorphism between the Borel o-algebras of the two spaces.
Hence, measures learnt on one space can be transferred to another.

5.8.6.1 Proof of Theorem 5.4

First note that for any g € O(d) and 6 € O, we have gf € © and the distribution of gX is
P,9. Moreover, for any orthogonal matrix g € O(d) we have ||gf — gX||? = ||6 — X||2, which
implies the statistical game is invariant to group transformations G.

For the second part, note that for any 61,62 € © such that |02 = ||f2]]2, Fg € O(d) s.t.
gl = 02. Mapping all elements to their norm gives us a bijection between the quotient
space and the interval [0, B]. The continuity of this bijection and it’s inverse can easily be
checked using the standard basis for both the topologies.

5.8.6.2 Proof of Theorem 5.5

Note that for any @ € ©, g = [g10"F, g26%+1Y] € ©. Since g; is orthogonal, for any
01,02 € © we have ||g105% — g103%| = ||0}F — 01*||. Hence the invariance of the statistical
game follows.

Now, for any 0y, 6, € © such that ||0]*|| = ||637*| and [|o¥T 19| = |65, 39, € O(k) and
g2 € O(d — k) such that g;01F = 03+ and o014 = g-+1d Hence 39 € O(k) x O(d — k)
such that g = 6. This means that in each equivalence class the parameters By = [|6;*||?
and By = [|0¥"14||2 are constant. Since ||0||> < B we have B + By < B, this gives us a
bijection. The continuity of this bijection and it’s inverse can easily be checked using the
standard basis for both the topologies.

5.8.6.3 Proof of Theorem 5.6

We define the action of any g € O(d) on the samples {(X;,Y;)}!"; as transforming them
to {(gX;,Yi)}?,. Since Vi = X0+ ¢; = X gTg0 + ¢; = (9Xi)T g0 + ¢; and ||g61 — gb2| =
|01 — 62 for any 61,62 € © we have the invariance of the statistical game. The rest of the
proof uses similar arguments as in Theorem 5.4.

5.8.6.4 Proof of Theorem 5.7

First note that for any 3 such that ||X||2 < B, and any g € O(d), we have ||gXg¢” || < B. If
X ~ N(0,%) then for any g € O(d)

ElgXX"g"] = gE[XXT]g" = g%g".
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Hence gX ~ N(0,g¥g"). Moreover, we have
M(gS1g", g%29")
= tr ((gL19") 'gT2g") — log|(gS1g") T gSag”| — d
=tr (gX; g 955 g") —log |95 g g5 g — d
= tr(g2] ' ag”) — log gL Sag”| — d
— M(Z1, %),

where the last equality follows from the invariance of trace to multiplication with orthogonal
matrices and the property of the determinant to split over the multiplication of matrices.
This shows the desired invariance of the statistical game.

Now, consider two covariance matrices 1, Y9 with singular value decompositions (SVD)
X1 = UlAlUlT and Yo = UQAQUQT respectively. Here all matrices are square and of full
rank. In particular, A; and Ay are diagonal matrices with decreasing entries from left to
right and, U; and U are orthogonal matrices. Since the orthogonal group is transitive
Jg € O(d) such that gU; = Us. If A; = Ag we have g¥1g7 = ¥y. Hence under the action
of O(d), all covariance matrices with the same singular values fall in the same equivalence
class. It is easy to see that this is also a necessary condition. These equivalence classes
naturally form a bijection with a sequence of d decreasing positive real numbers bounded
above by B. The continuity of this bijection and it’s inverse can easily be checked using
the standard basis for both the topologies.

5.8.6.5 Proof of Theorem 5.8

Let P,Q be any two distributions on d elements {1,...d} such that 3g € Sy s.t. gP = Q.
They are indistinguishable from the samples they generate. Since the entropy is defined as

d
F(P)y == pilog(p;)
i=1
it doesn’t depend upon the ordering of the individual probabilites. Hence the statistical

game is invariant under the action of Sy.

Since using a permutation we can always order a given set of probabilities in decreasing
order, there is a natural bijection between the quotient space and the given space. The
continuity of this map and it’s inverse can easily be checked using the standard basis for
both the topologies.

5.8.6.6 Mixture of Gaussians

In the problem of mixture of Gaussians we are given n samples X1,..., X, € R¢ which
come from a mixture distribution of k Gaussians with different means

k
Py =Y piN(6:,%).
=1

We assume that all k& Gaussians have the same covariance, let’s say identity, and we also
assume that we know the mixture probabilities. Finally, we assume that the mean vectors
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0; are such that ||#;|| < B. Under this setting we want to estimate the k different means
while minimizing the sum of the L3 losses of all the estimates of the mean parameters.

We will show the invariance of this statistical game under the action of the group G =
Od) xO(d—1) x ... x O(d — k+1). But first we describe an element in the group and
it’s operation on the parameter and sample space.

An element of g € G is made up of a sequence of k orthonormal matrices (g1, ..., gx) such
that for a given set of parameters 6 = (61,...,0;) € R¥* (where each 0; € R?) the matrix
g; leaves the first (i — 1) parameters unchanged, i.e. for j =1,...,i —1 ¢;0; = ;. Hence

the ith orthonormal matrix has (d — i + 1) degrees of freedom and can be viewed as an
element in O(d — i+ 1).

The action of g on 6 is defined as

g0 =g(bh,....0k)
= (gb1,...,90k)
= (k91015 Gk - - - 9161)
=(g161,.--,9i---910iy ..., gk ... 10k)

where the last equality follows from the definition of our group. The group acts in a similar
manner on the sample space, i.e., foran X € X gX =g ... g1 X.

Theorem 5.12. The statistical game defined by mixture of k-Gaussians with identity co-
variance and known mixture probabilities under L3 loss is invariant under the action of the
group O(d) x O(d—1) x ... x O(d — k+1). Moreover, the quotient space is homeomorphic

to (0, B* x [0,7](3).

Proof. First we show the invariance of the mixture distribution Py = >, piN (0;,1), i.e.,
if X ~ Py then gX ~ Pg. Note that from the proof of Theorem 5.4 it follows that ~for
a given normal distribution N(6,I) and an orthonormal matrix h € O(d) s.t. hf = 0 if
X ~ N(,1I) then hX ~ N(h@,I) = N(0,I). The invariance of P follows directly from this
by substituting each || X — ;|2 in the pdf with ||gx...g1X — gk ... ¢10:||? and the definition
of the group. The L3 loss is trivially invariant and hence we establish the invariance of the
statistical game.

Now, notice that for any two given parameters 0 = (61,...,0;),¢ = (¢1,...,¢p) € R

if we have the property that Vi [|6;]] = ||¢| and Vi,j 670; = ¢I'¢; then we can find
orthonormal matrices ¢1,...,gx s.t. Vi g;...g160; = ¢;. This follows from the following
inductive argument: Assume we have g1, ..., g;—1 which satisfy the given constraints. Con-

sider @ =¢g;_1...910;. WehaveVj=1,...,i—1 0’T¢j = GZTGj = qﬁ?@- because g7 = g~ 1.
Now if ¢; lies in the span of ¢1,...,¢;_1 then 6/ = ¢; and we can pick g; to be any or-
thonormal matrix which doesn’t transform this spanned space. Otherwise, we can pick an
orthonormal matrix which rotates the axis orthogonal to the spanned subspace and in the
direction of the high component of 6’ to the corresponding axis for ¢;. This completes the
desired construction.

It is easy to see that given 6, ¢, g which satisfy g = ¢, we have Vi ||6;| = ||¢i]| and
Vi, j Ggfﬁj = gb?@ Hence the equivalence classes are defined uniquely by the norms of the
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individual gaussians and the angles between them, since there are k different norms and (g)
k

many angles we can establish a bijection between the quotient space and (0, BJ* x [0, 7r]<2).

The continuity of this map and it’s inverse can easily be checked using the standard basis

for both the topologies. O

5.8.7 Finite Gaussian Sequence Model

5.8.7.1 Proof of Proposition 5.2

In this section we derive a closed-form expression for the minimizer 6, of the following
objective

argmin Ey p, [R(é, bel)} )
éE'DG

where D¢ is the set of deterministic estimators which are invariant to transformations of
orthogonal group O(d). From Lemma 5.1, we know that for any invariant estimator § € D¢
and any g € O(d), R(0,be1) = R(0,bge1). So the above problem can be rewritten as follows

agiglénEbNPt [EQNUb [R(é,e)” ;

where Uy, is the uniform distribution over spherical shell of radius b, centered at origin; that
is, its density up(6) is defined as

us(6) {o, if 1612 # b

pd+l otherwise

The above optimization problem can be further rewritten as
argmin R(6,11,),
éGDG

where R(6,11;) def Eg11, [R(é, 0)] , and II; is the distribution of a random variable 6 which

is generated by first sampling b from P, and then generating a sample from Uy. Note that 11,
is a spherically symmetric distribution. From Lemma 5.2, we know that the Bayes estimator
corresponding to any invariant prior is an invariant estimator. So the minimization over
D¢ in the above optimization problem can be replaced with minimization over the set of
all estimators D. This leads us to the following equivalent optimization problem

argmin R(6, IT;).
feD

Let 6; be the minimizer of this equivalent problem. We now obtain an expression for ét(X )
in terms of modified Bessel functions. Let IT;(-|X) be the posterior distribution of 6 given
the data X and let p(X;0) be the probability density function for distribution FPy. Since
the risk is measured with respect to £2 metric, the Bayes estimator ét(X ) is given by the
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posterior mean

0:(X) = Eporr, (1) [0]
_ Egm, [0p(X;0)]
Egm, [p(X;0)]
By, [ Oup(0)p(X;0)do]
 Eoep, [J un(0)p(X;0)d6)]

B ]EbNPt |:b_d+1 ﬁ‘e“QZb ep(X, 9)d9]
Evop, [b—d-ﬁ-l f||9||2:bp(X; H)dﬁ}

_ _h2
Epp, [b H1e=V2 [ o= 96<X’9>d9}

Bo-p, [b_dﬂe_bm Jio1=s €<X’9>d9}

Epp, |00/ [,y 0c"X a0
= (change of variables).

Byp, [be=/2 [,y et do)]

(definition of TI)

(since Up is uniform on sphere)

We now obtain a closed-form expression for the terms f”9”2:1 0eXX-9 df and f||0||2:1 X0 qp
appearing in the RHS of the above equation. We do this by relating them to the mean
and normalization constant of Von Mises-Fisher (vMF) distribution, which is a probability
distribution on the unit sphere centered at origin in R?. This distribution is usually studied
in directional statistics [79]. The probability density function of a random unit vector
Z € R? distributed according to vMF distribution is given by

od/2—1

(2m)4/214/9_1 (k)

p(Z;5p, k) = exp(k (i, Z)),

where k > 0, ||p|l2 = 1, I,, is the modified Bessel function of the first kind of order v. Using
the fact that a probability density function integrates to 1, we get the following closed-form
expression for [ o, X0 dp

221, (|| X
/ X0 g — (2m) =149 iz/(2”1 2) (5.23)
6]ja=1 (b[| X [|2)

To get a closed-form expression for fH9H2=1 0ePX:9) 49, we relate it to mean of vMF dis-
tribution. We have the following expression for the mean of a random vector distributed
according to vMF distribution [6]

Ly/2(k)
Zp(Z;u, k)dZ =
/|Z||:1 ( ) Lija—1(k)
Using the above equality, we get the following expression for fH 0lla=1 9e> X0 qp

/ 96b<x,9>d0:(27T)d/21d/2(b||X||2) X (5.24)
lof2=1 Ol X[l2)42=1 Xl

93




Substituting Equations (5.23), (5.24) in the expression for f;(X) obtained above, we get
an expression for ét(X ) which involves the modified Bessel function I, and integrals over
variable b. We note that I, can be computed to very high accuracy and there exist accurate
implementations of I, in a number of programming languages. So in our analysis of the
approximation error of Algorithm 5.3, we assume the error from the computation of I, is
0.

5.8.7.2 Proof of Theorem 5.9

Before we present the proof of the Theorem we present useful intermediate results which
we require in our proof.

Intermediate Results

Lemma 5.3 (Lipschitz Continuity). Consider the problem of finite Gaussian sequence
model.  Let © ={0:0 cR? ||0|2 < B} be the ball of radius B centered at origin

in RY.  Let  be any estimator which maps X to an element in ©. Then the
risk R(0,0) = Ex~n0,1) [||é(X) —9||%} is Lipschitz continuous in its second argument
w.r.t by norm over the domain O, with Lipschitz constant 4(B + \/&BZ). Moreover,
R(0,be;) = Ex o, {HHA(X) - belﬂg} is Lipschitz continuous in b over the domain [0, B],
with Lipschitz constant 4(B + B?).

Proof. Let Ry(0) = R(0,6). The gradient of R(0) with respect to 6 is given by

~

VoR4(6) = Exno.n) |20 — 0(X)) + (X — 0)8(X) — 013

The norm of VyR,(0) can be upper bounded as follows

~

IV0R(0) 2 < |[Exion [20 = 0CO)] || +|[Ex-wion [(X - 0)10X) - 03] ||,
< 4B+ B [IX — 010100X) - 613
< 4B + 4B o) 1 — 61

< 4B + 4VdB?,

where the first term in (a) follows from the fact that 6,6(X) € © and the second term
follows from Jensen’s inequality. This shows that R,;(¢) is Lipschitz continuous over ©.
This finishes the first part of the proof. To show that R(é, bey) is Lipschitz continuous in

94



b, we use similar arguments. Let R;(b) = R(,be;). Then

0] =| eu5uro], )

2 Exntvern) [20 - BEOI] | + | [Exenioonn [(51 - 0I8C) — bent] |

< 4B + Exentoer. || X1~ bI[I0CX) — bea 3]

< 4B + 4B°Ex. pn(per.1) [| X1 — b]]
< 4B + 4B?,

where (a) follows from the expression for VyR,(0) obtained above. O

Lemma 5.4 (Approximation of risk). Consider the setting of Lemma 5.3. Let 0 be any
estimator which maps X to an element in ©. Let {X;}I¥, be N i.i.d samples from N(0,1).
Then with probability at least 1 — 9

N
i D I6(Xi) — 0]I5 — Ry(0)| < 4B
N

=1

Proof. The proof of the Lemma relies on concentration properties of sub-Gaussian random
variables. Let Z(X) = [|0(X) — 0||*. Note that R;(6) = Ex. (e, [Z(X)]. Since Z(X) is
bounded by 4B2, it is a sub-Gaussian random variable. Using Hoeffding bound we get

=

N
1 log
72 Z(X;))-E[Z(X ‘<415’2 ., wp>1-24.
‘N“ (X3) [Z(X]] = N Vb=

O

Main Argument The proof relies on Corollary 5.2 to show that the averaged estimator
9Av<; is approximately minimax and Prpp is approximately least favorable. Here is a rough
sketch of the proof. We first apply the corollaries on the following reduced statistical game
that we are aiming to solve

inf sup R(6,bey).
0eD¢ be(0,B]

To apply these corollaries, we need the risk R(é, be1) to be Lipscthiz continuous in b.
This holds for us because of Lemma 5.3. Next, we convert the guarantees for the reduced
statistical game to the orginial statistical game to show that we learn a minimax estimator
and LFP for finite Gaussian sequence model.

To use Corollary 5.2, we first need to bound a,3,a’, the approximation errors of the
optimization subroutines described in Algorithms 5.2, 5.3. A major part of the proof
involves bounding these quantities.
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Approximation error of Algorithm 5.2. There are two causes for error in the opti-
mization oracle described in Algorithm 5.2: (a) grid search and (b) approximate computa-
tion of risk R(6,be;). We now bound the error due to both (a) and (b). From Lemma 5.4
we know that for any estimator 6; and grid point b;, the following holds with probability

at least 1 — ¢
1 O log &
N 2 N 2
7 20 (0560 = yeall = BB byen)| < 48% St

Taking a union bound over all estimators {6;}7_, and grid points {b; } /1, we can show
that with probability at least 1 — 4, the following holds for all i € [T, j € [B/w]

BT

Ny
1 5 2 i o [log U5
‘ﬁl ; Hez(Xk) - bje1H2 — R(Qz, bjel)‘ < 4B Tl (5.25)

Let fi +(b) be the actual objective we would like to optimize in iteration ¢ of Algorithm 5.1,

which is given by
t—1

fro(b) =Y R(0;,ber) + ob.
i=1
Let fw(b) be the approximate objective we are optimizing by replacing R(éi, be1) with its
approximate estimate. Let bj be a maximizer of f; »(b) and b} .o, be the maximizer of

ft,a (b) (which is also the output of Algorithm 5.2). Finally, let b} \y be the point on the grid
which is closest to b;. Using Lemma 5.3 we first show that f;,(b) is Lipschitz continuous
in b. The derivative of f;,(b) with respect to b is given by

t—1
fio(b) = Z <61, VoR(0;, 9)’9:be1> +o

i=1
Using Lemma 5.3, the magnitude of f/ ,(b) can be upper bounded as
fio(0)] < 4(t = 1)(B + B?) + 0.

This shows that f; »(b) is Lipschitz continuous in b. We now bound ft 5 (bf) — ft.0 (b5 approx)
the approximation error of the optimization oracle

a

fro(0F) < fro(bing) + (4(B+ B*) + o) w

—
~

b i * 2 1Og B% 2
g fto(binn) + 4tB Nw + (44(B+B*) + o) w
1
©@ . . ) 10gi ,
< ftyU(bt,approx) +4tB N1 (4t(B + B ) + O') w
(4) log BL

< fro0 (b} approx) + 8tB° o+ (4(B+B*) +o)w

1

where (a) follows from Lipschitz property of the loss function and (b),(d) follow from
Equation (5.25) and hold with probability at least 1 — 4 and (c¢) follows from the optimality
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BT
of b} spprox- This shows that Algorithm 5.2 is a (O (TB%/ 10%\[71% +TB(1+ B)w> ,w)—

approximate maximization oracle; that is

log BL
a=0|TB %JFTB(HB)U) C B=uw
1

Approximation error of Algorithm 5.3. There are two sources of approximation error
in Algorithm 5.3: (a) computation of modified Bessel functions I,,, and (b) approximation
of P, with its samples. In this analysis we assume that I, can be computed to very high
accuracy. This is a reasonable assumption because many programming languages have
accurate and efficient implementations of I,,. So the main focus here is on bounding the
error from approximation of P;.

First, note that since we are using grid search to optimize the maximization problem, the
true distribution P; for which we are supposed to compute the Bayes estimator is a discrete
distribution supported on grid points {b1,...bp/,}. Algorithm 5.3 does not compute the
Bayes estimator for P;. Instead, we generate samples from P; and use them as a proxy for
P;. Let P, be the empirical distribution obtained by sampling N2 points from F;. Let p; ;
be the probability mass on grid point b;. Using Bernstein inequality we can show that the
following holds with probability at least 1 — §

. ) log 5
Vj € [B/w] |Ptj — prjl < A\[prj N, (5.26)

Define estimators 6}, 6; as

0, « argminEy.p, [R(é,bel)} , 0y < argmin E,.p, [R(é, bel)] .
éE'DG éEDG

éé is what we ideally want to compute. 6, is what we end up computing using Algorithm 5.3.
We now show that 6, is an approximate minimizer of the left hand side optimization problem
above. To this end, we try to bound the following quantity

Ey~p, [R(ét, be1) — R(6}, bel)} :

Let fi(0) = Eyop, [R(é, bel)] and f,(0) = E, 5 [R(é, bel)]. We would like to bound the
quantity f;(0;) — f:(6)). Consider the following

. (@) 4B [log B
< — w
ft(0r) < fi(64) ” Ny
® . . 4B3 |log L

< / wo
< felh) + =~ N,

© 4 8B3 [log £

< / wo

>~ ft(et) w N2 )
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where (a) follows from Equation (5.26) and the fact that the risk R(6,0) of any estimator is
bounded by 4B2, (b) follows since 6; is a minimizer of f; and (c) follows from Equation (5.26).

This shows that with probability at least 1 — §, Algorithm 5.3 is an O ( 10?,;)

approximate optimization oracle; that is,

B
o =0 B—S 108 w5
w N2

Minimax Estimator. We are now ready to show that 0.1vc is an approximate minimax
estimator. Instantiating Corollary 5.2 for the reduced statistical game gives us the following
bound, which holds with probability at least 1 — §

sup R(éAVG,bel) < inf sup R(9 bey) +0

<B2(B +1)
be(0,B] 0eDg be(0,B]

+a+do +BBB+1 ﬁ)
- SB(B +1)
where we used the fact that the risk R(0,bey) is 4B(B + 1)-Lipschitz continuous w.r.t b.
The O notation in the above inequality hides logarithmic factors. Plugging in the values of
a,d, B in the above equation gives us

2
sup R(Oue, ber) < inf sup R(O,be) + O (B(B—i_l)> '
b<(0.5] 6eDe bel0, ) JT

We now convert this bound to a bound on the original statistical game. From Theo-
rem 5.3 weAknow that inf;_p, . supyepo,p) R(0, be1) = infy_p, supyce R(0,0) = R*. ASince the
estimator 0,y is invariant to transformations of orthogonal group, we have R(O4yc,0) =
R(O v, ||0]]2€1) for any 6 € O©. Using these two results in the above inequality, we get

R B*(B+1)
sup R(0ave, 0) = sup R(Oave, be <R*+O(>.
6cO (Bave: 6) = be[0,B] Orvo ber) vT

This shows that the worst-case risk of éAVG is close to the minimax risk R*. This finishes
the first part of the proof.

LFP. To prove the second part, we rely on Corollary 5.2. Instantiating it for the reduced
statistical game gives us

B*(B+1)

inf —ZEZ,NH[ ebel)}zR*—O< Vs

GG'DG

+04—|—O/—I—BB(B—|—1)\/T>.

Plugging in the values of «, o/, 8 in the above equation gives us

T

. 1 X o
nf 2 Een [RO.bey)] > R -0 (

B?*(B + 1))
—F )
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From Equation (5.26) we know that P; is close to P, with high probability. Using this, we
can replace P; in the above bound with P; and obtain the following bound, which holds
with probability at least 1 — ¢

Jnt 7 ZEbNP [R(0,be)| = R~ O (32(\1;;1)> . (5.27)

In the rest of the proof, we show that inf;_, . x ST E, 5 [R(é, bel)} = inf, R(0, PLpp).

Recall, the density function of Prpp is given by: prrp(0) 10]137 P ([|0]]2), where
Poo(]|0]|2) is the probability mass placed by Pue at ||@]]2. This distribution is equiva-
lent to the distribution of a random variable which is generated by first sampling b from B,
and then sampling 0 from the uniform distribution on (d — 1) dimensional sphere of radius
b, centered at origin in RY. Using this equivalence, we can equivalently rewrite R(é, PLFP)
for any estimator 0 as

T

R(0, Pupp) = %ZEprt [EGNU [R(é,b&)” ,
t=1

where U is the uniform distribution on the (d — 1) dimensional unit sphere centered at
origin, in R%. Next, from Lemma 5.2, we know that the Bayes estimator corresponding to
any invariant prior is an invariant estimator. Since Pppp is an invariant distribution, we
have

T
A F 1 .
inf R(0, P, = inf R(0, P = inf —E E, » |Eowv |R(0,00)|] .
0cD (6, Prre) 6eDg (6, Fure) 6eDg b Pf{ b U[ ( )H

From Lemma 5.1 we know that for any invariant estimator , we have R(é7 01) = R(0,0,),
whenever 0 ~ 6. Using this result in the above equation gives us

inf R(0, P ~ if 23R R(6,bey)| .
fep (6. Firp) bepg T Z bNP[ ( 1)]

Combining the above result with Equation (5.27) shows that pLFp is approximately least
favorable.

5.8.8 Loss on few co-ordinates

In this section, we present the optimization oracles for the problem of finite Gaussian
sequence model, when the loss is evaluated on a few co-ordinates. Recall, in Theorem 5.5
we showed that the original min-max statistical game can be reduced to the following
simpler problem

inf sup  R(6, [b[1]e1, b[2)era_r]), (5.28)
GeMp,c b:b[1]2+b[2]2< B2

where b[j] represents the 4t co-ordinate of b. We now provide efficient implementations of
the optimization oracles required by Algorithm 5.1 for finding a Nash equilibrium of this
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game. The optimization problems corresponding to the two optimization oracles are as
follows

; « argmin Eyp, [R(é, b[1]e1r, b[2)er.d—x])
0eDg
t—1 .
bi(o) <~  argmax R(0;, [b[1]e1k, b[2]e1,4-k]) + (0, b) ,
b:b[1]2+b[2]2< B2 {5

where Dg is the set of deterministic invariant estimators and FP; is the distribution of
random variable b(c). The maximization oracle can be efficiently implemented via a grid
search over {b : b[1]2 + b[2]? < B2} (see Algorithm 5.7). The minimization oracle can also
be efficiently implemented. The minimizer has a closed form expression which depends on
P, and modified Bessel functions (see Algorithm 5.8).

Algorithm 5.7 Maximization Oracle

1:

7
8:

Input: Number of coordinates to evaluate loss on k, estimators {éz}f;%, perturbation o, grid
width w, number of samples for computation of expected risk R(é, 0): N,
Let {b1,bs...by(w)} be the w-covering of {b: b[1]* + b[2]* < B?}
for j=1...N(w) do
fort=1...t—1do
Generate N7 independent samples {Xl}fill from the following distribution

N([b;[1]e1, bj[2]e1,a—], I)

Estimate R(6;, [bj[1lle1 r,bj[2]e1,a—k]) as
1S
N D 16:(XD)[1: K] = b[1]er 3.
=1

Evaluate the objective at b; using the above estimates

Output: b; which maximizes the objective

Algorithm 5.8 Minimization Oracle

1:

2:

Input: Samples {b;}22, generated from distribution P;, number of coordinates to evaluate loss
on k.
For any X, compute 9t(X

Yo wibi (A G X[L: Kll2) | X[1: K]
X
)

PO 1:k]|l2°

2
z 1w74

ip2()

where Ax(7) = Irja1(7)’

E 92— d=k k

w; = bi[1]*7 2 b; 2] 1 (G XTL = BJll2) L (q— k) j2—1 (Bi 2] | X [k + 1 = d]12),

and I, is the modified Bessel function of the first kind of order v.
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5.8.9 Linear Regression

5.8.9.1 Proof of Proposition 5.3

In this section we derive a closed-form expression for the minimizer 6, of the following
objective

argmin Ky p, [R(é,bel)} .

éEDG

Using the same arguments as in proof of Proposition 5.2, we can show that the above
optimization problem can be rewritten as the following equivalent optimization problem
over the set of all deterministic estimators

argmin Egp, [R(é,@)} ,
6eD
where II; is the distribution of a random variable § which is generated by first sampling

a b from P; and then drawing a random sample from Uj, the uniform distribution on a
spherical shell of radius b. The density function of Uy is given by

us(6) oc {0, if 0]l # b

pd+1l otherwise

Since the risk is measured with respect to £3 metric, the minimizer ét(Dn) is given by the
posterior mean

0+(Dn) = Egr, (.| D) [0]
_ Epomr, [0p(Dn; 0)]
Egm, [p(Dn; 0)]
 Epp, [ Oup(0)p(Dn; 0)d6)]
 Epep, [ us(0)p(Dy; 6)db)

Epop, |67 91,2y OP(Dn; 6)d8)
Epp, [b—d+1 f||e||2:bp(Dn;9)d9]

[ _lly=xe|3
IEbNPt b dt+l fHQHQZbGe 2 d6:|

a1 Iy -x0|2
Eop, |07 fjgp,mpe™ = d0

B bQHXGH%—Qb<0,XTY>

Eb'\/Pt b2 ‘f”9”2:1 fe 2 do

_b2x0)3-26(0,XTY) (change of variables).

EbNPt |:b f||9H2=1 € 2 d9:|

We now relate the terms appearing in the above expression to the mean and normalization
constant of Fisher-Bingham (FB) distribution. As stated in Section 5.4, the probability
density function of a random unit vector Z € R¢ distributed according to FB distribution
is given by

P(Z; A,y) = C(A, ) exp (=27 AZ + (v, 2))
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where Z € S%7 1, and v € R%, A € R%? are the parameters of the distribution with A being
positive semi-definite and C'(A,~) is the normalization constant which is given by

C(Ay) = / exp (—ZTAZ + (v, Z)) dZ.
1Z]|2=1

The mean of Z is given by

| zzamaz=cant [ Zew(-2"AZ+(,2))dz = C(A) T SO,
1Z]l2=1 11Z]l2=1 oy

Using these in the previously derived expression for é(Dn) gives us the required result.

5.8.9.2 Mean and normalization constant of Fisher-Bingham distribution

In this section, we present our technique for computation of C (A,~). Once we have an
accurate technique for its computation, computing %C (A, ) should be straight forward as
one can rely on efficient numerical differentiation techniques for its computation. Recall, to
implement Algorithm 5.5 we need to compute C' (2*162XTX, bXTY). Let ¥ = %XTX and
let UAUT be its eigen decomposition. Then it is easy to see that C (2_1b2XTX, bXTY)
can be rewritten as

C (27'?XTX,0X"Y) = C(27 b A bUTXTY).

So it suffices to compute C(A,~) for some positive semi-definite, diagonal matrix A and
vector . Let a; be the i*" diagonal entry of A and let 7; be the i*" element of v. Kume
and Wood [68| derive the following expression for C(A,~)

d B 1 d 2
C(A,’y) = (27r)d/2 (g a; 1/2> exp (4 ; ZZ) fA;y(l),
d 2

where f4 is the probability density of a non-central chi-squared random variable > 7 ; z;
with z; ~ N(Z, %) There are number of efficient techniques for computation of

fa~(1) [51, 68]. We first present the technique of Imhof [51] for exact computation of
fa~(1). Imhof [51] showed that f4 (1) can be written as the following integral

Fan() =" [Tl cos¢lu)du,
where p: R — R and ¢ : R — R are defined as

1< u 2 w2\ 7! 1
_ 1 tan—1 [ - i (14 1
=52 < an <2ai> T 84 < - 4a2> “) 2

(2

d w2\ uy; Ja?)?
p(“):H<1+> exp 1 (wyi/ai)”

2 2
e 4a? 32 14+ 4%?

)

One can rely on numerical integration techniques to compute the above integral to desired
accuracy. In our analysis of the approximation error of Algorithm 5.5, we assume the error
from the computation of f4 (1) is negligible.
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Before we conclude this subsection, we present another technique for computation of f4 (1),
which is typically faster than the above approach. This approach was proposed by Kume
and Wood [68] and relies on the saddle point density approximation technique. While this
approach is faster, the downside of it is that it only provides an approximate estimate of
fa~(1). To explain this method, we first present some facts about non-central chi-squared
random variables. The cumulant generating function of a non-central chi-squared random
variable with density f4, is given by

K(t) zd: Log (1o L) 4 L od (t < mina;)
= ——lo - — -t - min a;).
P 2 & a; da; —t 4da; 7 !

The first derivative of K(t) is given by

KO zd: L1
2a,—t 4(i—t)2 ’

=1

and higher derivatives are given by

. rG-1 1 ! 2 ,
K(J)(t)zz<(] 5 ) (ai—t)j+]ll(%‘—ﬂy;)]+l>7 (4 >2).

i=1

Let  be the unique solution in (—oo, min; a;) to the saddle point equation KM (f) = 1.
Kume and Wood [68] show that ¢ has finite upper and lower bounds

e v N e L L1 2 )Y
mnd =Ty maxy Stsmma = =5 (g T Tmin |

where Yy is equal to ;= for i* = argmin, a;. So, to find #, one can perform grid search in
the above range. Given ¢, the first-order saddle point density approximation of f a(1) is
given by

A . /2 o
Fama(1) = (2rK@ (D) exp(K () ~ ).
The second-order saddle point density approximation of Z, (1) is given by
Far2) = faqra (DA +T),
where T' = %ﬁ4 — %ﬁ%, where p; = K(j)(f)/(K(z) (f))jﬂ-

5.8.9.3 Proof of Theorem 5.10

Before we present the proof of the Theorem we present useful intermediate results which
we require in our proof.

Intermediate Results

Lemma 5.5 (Lipschitz Continuity). Consider the problem of linear regression described in
Section 5.2.2. Let © = {0:0 € R% (|02 < B} and let 0 be any estimator which maps the

data D, = {(X;,Y;)}", to an element in ©. Then the risk R(0,0) = Ep, [Hé(Dn) — 013
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1s Lipschitz continuous in its second argument w.r.t lo norm over the domain ©, with
Lipschitz constant 4(B+B?v/nd). Moreover, R(,be;) = Ep, {HHA(DH) - belﬂg} is Lipschitz
continuous in b over the domain [0, B], with Lipschitz constant 4(B + B?\/n).

Proof. Let Ry(0) = R(0,6). The gradient of R(0) with respect to 0 is given by
VoRy(0) =Ep, [2(0 — 0(Da)| +En, [18(Da) - 013X (Y — X6)],

where X = [X1, X,... X,,]T, Y = [¥7,...Y,]. The norm of Vg R;(6) can be upper bounded
as follows

196R;(0) 1z < ||En, [20— 6D)] || + |[E. [I6(D0) - 013X (v —%0)] ||,
< 4B+ Ep, [IXT(Y ~ X0) (D) — 0]3]

()
< 4B +4B%Ep, [||IXT (Y — X0)|]
< 4B+ 4B*Vnd,

where the first term in (a) follows from the fact that 6,6(X) € © and the second term
follows from Jensen’s inequality. This shows that R;(¢) is Lipschitz continuous over ©.

This finishes the first part of the proof. To show that R(é, bey) is Lipschitz continuous in
b, we use similar arguments. Let R;(b) = R(0,be;). Then

] = (o, )

< [ep, [20— B0 | + [[E0, [T X7 v = x0)10(D) ~ verl] ||,
<4B +4B%Ep, [le] X" (Y — X0)|]

< 4B+ 4B%*\/n,

where (a) follows from our bound for [|[VgR;(0)||2 obtained above. O

Lemma 5.6 (Approximation of risk). Consider the setting of Lemma 5.5. Let 6 be any
estimator which maps Dy, to an element in ©. Let {D, x}Y_, be N independent datasets
generated from the linear regression model with true parameter 6. Then with probability at
least 1 — 9

=

log

\NZHe i) = O3 — By(6)| < 487

Proof. The proof of the Lemma relies on concentration properties of sub-Gaussian random
variables. Let Z(Dy) = [|0(Dy) — 6||2. Note that Ry(0) = Ep, [Z(Dy)]. Since Z(Dy,) is
bounded by 4B2, it is a sub-Gaussian random variable. Using Hoeffding bound we get

=

N

1 log
75 Z(D,;) — E[Z(D, (<432 ., wp>1-4.
‘Nil (Dn,i) [Z(Dy)] | < N w.p >
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Main Argument The proof uses exactly the same arguments as in the proof of Theo-
rem 5.9. The only difference between the two proofs are the Lipschitz constants derived in
Lemmas 5.3, 5.5. The Lipschitz constant in the case of regression is O(B + B?y/n), whereas
in the case of finite Gaussian sequence model it is O(B + B?).

Approximation Error of Algorithm 5.4. There are two causes for error in the opti-
mization oracle described in Algorithm 5.4: (a) grid search and (b) approximate computa-
tion of risk R(6,be;). We now bound the error due to both (a) and (b). From Lemma 5.6
we know that for any estimator 6; and grid point bj;, the following holds with probability
at least 1 — 4§

| M log 1
— ).(D,, 1) — biei||?2 — R(6;.b; 2 s
‘Nl ; 16: (D i) — bjexl2 (617bjel)‘ <4B N,

Taking a union bound over all estimators {6;}7_, and grid points {bj}f:/ s we can show
that with probability at least 1 — 0, the following holds for all i € [T, j € [B/w)]

1 log BT
j 2 ) 2 wd
‘Nl ; HGZ(DRJC) - bje1||2 - R(eivbjel)‘ <4B Tl (529)

Let fi +(b) be the actual objective we would like to optimize in iteration ¢ of Algorithm 5.1,
which is given by

t—1

ft,a(b) = ZR(é” bel) + ob.

=1

Let fw(b) be the approximate objective we are optimizing by replacing R(6;, be;) with its
approximate estimate. Let b; be a maximizer of f;,(b) and b .0, be the maximizer of

f.0(b) (which is also the output of Algorithm 5.4). Finally, let b; xx be the point on the grid
which is closest to b;. Using Lemma 5.5 we first show that f; ,(b) is Lipschitz continuous
in b. The derivative of f;,(b) with respect to b is given by

t—1
/ — A4
o) = Y {0 VR0, )+

=1

Using Lemma 5.5, the magnitude of f{ ,(b) can be upper bounded as

|f5(0)] < 4(t = 1)(B + B*V/n) + 0.
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This shows that f; »(b) is Lipschitz continuous in b. We now bound f; »(bf) — fi.o(
the approximation error of the optimization oracle

a)
fro(0f) < fro(binn) + (44(B + B*Vn) + o) w

k
bt,approx) )

—

® . , [log BL )
< fto(bixn) + 4B Nw + (4¢(B + B*v/n) + o) w
1
(0 . " 9 log i? 5
< tﬂ(bt,approx) +4tB Tw + (4t(B + B \/ﬁ) + U) w
1
(d) log BT

< Fro (O approe) + 8EB%| | =25 + (44(B + B*Vn) + o) w,

1
where (a) follows from Lipschitz property of the loss function and (b),(d) follow from
Equation (5.29) and hold with probability at least 1—¢ and (c¢) follows from the optimality of

BT
bf approx- Lhis shows that Algorithm 5.4 is a (O (TBQ\/ logNif’T +TB(1+ B\/ﬁ)w> ,w)—

approximate maximization oracle; that is

log BT
a=0|TB? %1“5+TB(1+B\/E)1U . B=uw.

Approximation Error of Algorithm 5.5. There are two sources of approximation error
in Algorithm 5.5: (a) computation of mean and normalization constant of FB distribution,
and (b) approximation of P, with its samples. In this analysis we assume that mean and
normalization constant of FB distribution can be computed to very high accuracy. So the
main focus here is on bounding the error from approximation of P;.

First, note that since we are using grid search to optimize the maximization problem, the
true distribution P; for which we are supposed to compute the Bayes estimator is a discrete
distribution supported on grid points {b1,...bg /w}. Algorithm 5.5 does not compute the
Bayes estimator for P;. Instead, we generate samples from P; and use them as a proxy for
P,. Let P, be the empirical distribution obtained by sampling N points from P;. Let p; ;
be the probability mass on grid point b;. Using Bernstein inequality we can show that the
following holds with probability at least 1 — §

. . 10g%
Vj € [B/w] |prj —prjl < \[prj T (5.30)

Define estimators 6y, 0; as

0 « argminEy.p, [R(é,bel)} . 0 argminE, p {R(é,bel)] .
éEDG éGDG

é,’r is what we ideally want to compute. 6, is what we end up computing using Algorithm 5.5.
We now show that 6; is an approximate minimizer of the left hand side optimization problem
above. To this end, we try to bound the following quantity

Eyp, | R(0;,be1) — R(6),ber)]| .
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Let f,(8) = Eyop, [ (4, be )] and f,(0) = E,_p, [R(é,bel)]. We would like to bound the
/
7).

quantity f:(6;) — f1(8}). Consider the following

. (a) 4B3 [log B
0,) < f(6,) + — wo
fi(6) < fi(6;) + ” i

where (a) follows from Equation (5.30) and the fact that the risk R(6,0) of any estimator is
bounded by 4B2, (b) follows since 6; is a minimizer of f; and (c) follows from Equation (5.30).

This shows that with probability at least 1 — §, Algorithm 5.5 is an O ( 10}5\[25)

approximate optimization oracle; that is,

The rest of the proof is same as the proof of Theorem 5.9 and involves substituting the
approximation errors computed above in Corollary 5.2.

Minimax Estimator. We now show that éAVG is an approximate minimax estimator.
Instantiating Corollary 5.2 for the reduced statistical game gives us the following bound,
which holds with probability at least 1 —§

2
sup R(Oae,ber) < inf sup R(6,be;)+O0 (B(BM +a+a + BB(Byn+ l)ﬁ) ,
be[0,B] feDq be[0,B) VT

where we used the fact that the risk R(6,be;) is 4B(B+/n + 1)-Lipschitz continuous w.r.t

b. The O notation in the above inequality hides logarithmic factors. Plugging in the values
of a, @, 8 in the above equation gives us

N B*(B 1
sup R(Oavg,ber) < inf sup R(G bei) + O <W> )
be[0,B] eDe bel0,B] VT

We now convert this bound to a bound on the original statistical game. From Theo-
rem 5.3 weAknow that inf;_p, . supyepo,p) R(0, be1) = infy_p, supyce R(0,6) = R*. ASince the
estimator 0,y is invariant to transformations of orthogonal group, we have R(O4yc,0) =
R(Oavc, ||0]]2€1) for any 6 € ©. Using these two results in the above inequality, we get
<BZ(B\/E + 1))

sup R(éAVG) 9) = Sup R(éAvca bel) < R*+ 0
0cO b€[0,B]

VT

This shows that the worst-case risk of éAVG is close to the minimax risk R*. This finishes
the first part of the proof.
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LFP. To prove the second part, we rely on Corollary 5.2. Instantiating it for the reduced
statistical game gives us

Jnt 7 ZEprt [ @ bel)] >R 0 (BQ(B\%@ + o+ + BB(Byn+ 1)ﬁ> .

Plugging in the values of a, ’, 8 in the above equation gives us

B?(B\/n + 1))
VT '
From Equation (5.26) we know that P; is close to P, with high probability. Using this, we

can replace P; in the above bound with P, and obtain the following bound, which holds
with probability at least 1 — ¢

inf —ZEprt [ R0 bel)] >R —O(

QEDG

éiel;)fc % ;TlEb~15t [R(é, bel)] >R -0 <B2(B\f\/§+1)> : (5.31)

In the rest of the proof, we show that inf;_r, . * ZtT:l E, p, [R(é, bel)} = inf, R(0, Ppp).

From the definition of PLpp, we can equivalently rewrite R(é, PLFP) for any estimator 0 as

R(0, PLpp) = ;ET:EZ,NH {EHNU [R(é,b@)” ;
t=1

where U is the uniform distribution on the (d — 1) dimensional unit sphere centered at
origin, in R%. Next, from Lemma 5.2, we know that the Bayes estimator corresponding to
any invariant prior is an invariant estimator. Since Pppp is an invariant distribution, we
have

T
. 1 .
1nfR€P = inf R(6, R = inf—EE 5 |Eo~v |R(0,00)] ] .
6eD (6, Pure) beDe (6, Fure) deDg 1 bNPt[ ’ U[ ( )H

From Lemma 5.1 we know that for any invariant estimator 6, we have R(0,0;) = R(6, 05),
whenever 0 ~ 6. Using this result in the above equation gives us

inf R(0, PLpp) = inf E, = { Gbel].
feD ( GGDG Z b~Fy )

Combining the above result with Equation (5.31) shows that Prpp is approximately least
favorable.

5.8.10 Covariance Estimation

5.8.10.1 Proof of Proposition 5.4

In this proof, we rely on permutation invariant functions and a representer theorem for such
functions. A function f : R? — R is called permutation invariant, if for any permutation 7
and any X € R?

f(m(X)) = f(X).

The following proposition provides a representer theorem for such functions.
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Proposition 5.9 (Zaheer et al. [111]). A function f(X) from R? to R is permutation
mvariant and continuous iff it can be decomposed in the form p(Zle o(X;)), for some
suitable transformations ¢ : R — R and p: R - R.

We now prove Proposition 5.4. First note that from Blackwell’s theorem we know that
there exists a minimax estimator which is just a function of the sufficient statistic, which
in this case is the empirical covariance S, = 13" | X; XT [see Theorem 2.1 of 50]. So
we restrict ourselves to estimators which are functions of S,,. This, together with Theorem
5.2, shows that there is a minimax estimator which is a function S,, and which is invariant
under the action of the orthogonal group O(d). Let 32 be such an estimator. Since ¥ is an
invariant estimator, it satisfies the following equality for any orthogonal matrix V'

S(VS, VT =vs(S8,) VT,

Setting V = U7 in the above equation, we get ﬁ](Sn) = Ui](A)UT. Hence, ¥ is completely
determined by it’s action on diagonal matrices. So, in the rest of the proof we try to
understand f](A) Again relying on invariance of ¥ and setting V. = A'U” for some
diagonal matrix A’ with diagonal elements +1, we get

S(AANY) = AUTS(S,)UA 2 A'S(A)A,

where (a) follows from the fact that (S,) = US(A)UT. Since A’/AA’ = A, the above
equation shows that A’S(A)A’ = 3(A) for any diagonal matrix A’ with diagonal elements
+1. This shows that ﬁ](A) is a diagonal matrix. Next, we set V = P,U”, where P; is the
permutation matrix corresponding to some permutation 7. This gives us

S (P,APT) = P2 (A)PTL.

This shows that for any permutation 7, (7 (A)) = 7(2(A)), where 7(A) represents per-
mutation of the diagonal elements of A. In the rest of the proof, we use the notation A;
to denote the 7 diagonal entry of A and 3i(A) to denote the i diagonal entry of 3(A).
The above property of 3 shows that 3; i(A) doesn’t depend on the ordering of the elements
in {A;},2;. This follows by choosing any permutation 7 which keeps the i’ element fixed.
Next, by considering the permutation which only exchanges positions 1 and i, we get

Si(A LA A =51(Ag L AL A).

Thus ¥; can be expressed in terms of 3. Represent $ by So. Combining the above two
properties, we have

~

Si(A) = So(As, {A;}20),

where {Aj};4; represents the independence of 30 on the ordering of elements {A} -
Now, consider the function Xg(Aq, {Aj}?ﬁ). For any fixed a, and A; = a, ¥y(a, {Aj};l:2)
is a permutation invariant function. Using Proposition 5.9, ¥o(a, {4, }?:2) can be written
as

( {A }] =2 Zga )
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for some functions fg, go. We overload the notation and define f,(x) = f(a,x) and gq(z) =
g(a, ). Using this, we can represent Y;(A) as

J#i
for some functions f, g. There is a small technicality which we ignored while using Propo-
sition 5.9 on . Proposition 5.9 only holds for continuous functions. Since S is not
guaranteed to be continuous, the proposition can’t be used on this function. However,
this is not an issue because any measurable function is a limit of continuous functions.
Since 3 is a measurable function, it can be approximated arbitrarily close in the form of

d
fa (ijz ga(Aj)> .
To conclude the proof of the proposition, we note that

~inf  sup R(®,Diag(\)) = inf sup R(Z,Diag())).

SeMp ¢ AeEq SeMy , AEEg
This is because the minimax estimator can be approximated arbitrarily well using estimators
of the form 3;(A) = f (Ai, >z 9D, Aj)) and the fact that the model class has absolutely
continuous distributions.

5.8.11 Entropy Estimation

5.8.11.1 Proof of Proposition 5.5

First note that any estimator of entropy is a function of P,, which is a sufficient statistic
for the problem. This, together with Theorem 5.2, shows that there is a minimax estimator
which is a function of P, and which is invariant under the action of permutation group. Let
f : R? — R be such an estimator. Since f is invariant, it satisfies the following property
for any permutation 7 o .

f(m(Pr)) = f(Fn).
If f(P,) is continuous, then Proposition 5.9 shows that it can written as g (Z?Zl h(@)),
for some functions h : R — R9*! g : R4 — R. Even if it is not continuous, since it
is a measurable function, it is a limit of continuous functions. So f can be approximated
arbitrarily close in the form of g (Z?Zl h(@-)). This also implies the statistical game in
Equation (5.12) can reduced to the following problem

Cinf  sup R(f,P) = inf sup R(f,P).
feMp ¢ PePe feMgn PEPG

5.8.12 Further Experiments

5.8.12.1 Covariance Estimation

In this section, we compare the performance of various estimators at randomly generated
>’s. We use beta distribution to randomly generate ¥’s with varying spectral decays and
compute the average risks of all the estimators at these ¥’s. Figure 5.2 presents the results
from this experiment. It can be seen that our estimator has better average case performance
than empirical and James Stein estimators.
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Figure 5.2: Risk of various estimators for covariance estimation evaluated at randomly generated
>’s. We generated multiple 3’s whose eigenvalues are randomly sampled from a Beta distribution
with various parameters and averaged the risks of estimators at these ¥’s. Plots on the left corre-
spond to d = 5 and the plots on the right correspond to d = 10.

5.8.12.2 Entropy Estimation

In this section, we compare the performance of various estimators at randomly generated
P’s. We use beta distribution to randomly generate P’s and compute the average risks of
all the estimators at these P’s. Figure 5.3 presents the results from this experiment.
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Figure 5.3: Risk of various estimators for entropy estimation evaluated at randomly generated
distributions. We generated multiple P’s with p;’s sampled from a Beta distribution and averaged
the risks of estimators at these P’s.
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6 | Conclusion

In this chapter, we provide an overview of the techniques developed in the thesis, discuss
their importance, and present some future research directions. Broadly speaking, we devel-
oped three different ideas in the thesis. The first idea builds into a new random walk which
has very general applicability and provides strong robustness performance across a wide
range of machine learning models in the presence of data poisoning attacks. The second
idea provides a new perspective on Euclidean optimization by formulating it over two differ-
ent manifolds: the Grassmannian and the Multinomial manifold. The third idea solves the
classical statistical estimation problem of minimax estimators using latest developments in
online learning, providing optimal estimators for fundamental problems for the first time.
The first two parts of the thesis are held together by the use of the Grassmannian as the
driving force for algorithmic innovation, while the last two parts of the thesis are held to-
gether by the use of clever black-box solvers to develop innovative algorithmic techniques
with provable guarantees. The latter is a general theme across all the sections of the thesis
and highlights the possibilities that open up with the right set of assumptions, here the
assumptions being access to right solvers.

6.1 Stochastic optimization for combating data poisoning at-
tacks

In Chapter 2, we present a new algorithm for robust stochastic optimization. We give a
very general convergence theorem for this algorithm, identify an important parameter of
the analysis (the gap parameter) and experimentally study the robustness properties of our
algorithm. We give a modification of our algorithm which can control the robustness of its
output by controlling the gap parameter of the loss function it optimizes and discuss the
role of k in our algorithm. We also present a very general lemma about the probability of
an element picked at random from a Lie group being non-trivially away from it’s maximum.
We believe that this lemma is very novel, can be adapted to a lot of other settings, and will
be useful in future analyses.

While many approaches to stochastic optimization exist in the literature and various de-
fense strategies for data poisoning attacks have been proposed, our approach stands out
because of it’s general applicability. Apart from the goal of optimization and robustness,
our random walk also has the potential to provide privacy properties because of it’s ex-
tensive use of randomness. Studying the privacy properties of our approach is a promising
future direction. We believe that developing algorithms which can address many different
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requirements at the same time and work for a vast variety of optimization problems is nec-
essary given the recent explosion in machine learning research. This paper seeks to advance
such a research.

6.2 New perspectives on Euclidean optimization

In Chapters 3 and 4, we introduced two new techniques for Euclidean optimization. In the
former we formulated Euclidean optimization as a problem on the Grassmannian, and in the
latter we formulated it as a problem on the Multinomial manifold. Our approach is novel in
two ways. Firstly, it is a novel framework for Euclidean optimization as it introduces a way
of using entirely new manifolds for the task. Secondly, it is a novel use of optimization on the
used manifolds, since the solution we are seeking does not live on them but the points of the
manifolds are just an accessory to finding the solution. The advantage of developing such
techniques is that they provide a fresh perspective and an inspiration to develop alternative
methods. For example, Algorithms 2.1 and 2.2, developed in Chapter 2, were inspired by
these techniques. Hence, while these techniques did not yield immediate practical benefits,
they served as an intermediary in the development of the robust stochastic optimization
techniques of Chapter 2.

The techniques developed in Chapters 3 and 4 can be further looked upon as an exact
method of doing dimension reduction. Dimension reduction is a popular area of research
in computer science. Inspired by the results of Johnson and Lindenstrauss [54], many ad-
vanced techniques have been built that provide various trade-offs between accuracy and
the dimension to which the problem is reduced to [107]. In our techniques, we eliminate
the component of loss in accuracy and are able to retrieve the full solution by generating a
sequence of smaller-dimensional problems. This provides a new perspective on dimension
reduction by exposing some of their geometric underpinnings. The existing approaches to
these techniques have mostly been probabilistic in nature, in the sense that the main tech-
nical analysis goes via analyzing the randomness used in the dimension reduction process.
Our techniques open a new avenue with a geometric perspective by posing the problem
on manifolds. In the future, it would be interesting to see what new techniques can be
developed by combining the two and find applications to other domains like robustness and
privacy.

6.3 Minimax estimators using online learning

In Chapter 5, we introduced an algorithmic approach for constructing minimax estimators,
where we attempt to directly solve the min-max statistical game associated with the esti-
mation problem. This is unlike the traditional approach in statistics, where an estimator
is first proposed and then its minimax optimality is certified by showing its worst-case risk
matches the known lower bounds for the minimax risk. Our algorithm relies on techniques
from online non-convex learning for solving the statistical game and requires access to cer-
tain optimization subroutines. Given access to these subroutines, our algorithm returns
a minimax estimator and a least favorable prior. This reduces the problem of designing
minimax estimators to a purely computational question of efficient implementation of these
subroutines. While implementing these subroutines is computationally expensive in the
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worst case, we showed that one can rely on the structure of the problem to reduce their
computational complexity. For the well studied problems of finite Gaussian sequence model
and linear regression, we showed that our approach can be used to learn provably minimax
estimators in poly(d) time. For problems where provable implementation of the optimiza-
tion subroutines is computationally expensive, we demonstrated that our framework can
still be used together with heuristics to obtain estimators with better performance than
existing (up to constant-factor) minimax estimators. We empirically demonstrated this on
classical problems such as covariance and entropy estimation. We believe our approach
could be especially useful in high-dimensional settings where classical estimators are sub-
optimal and not much is known about minimax estimators. In such settings, our approach
can provide insights into least favourable priors and aid statisticians in designing minimax
estimators.

There are several avenues for future work. The most salient is a more comprehensive under-
standing of settings where the optimization subroutines can be efficiently implemented. In
this work, we have mostly relied on invariance properties of statistical games to implement
these subroutines. As described in Section 5.1, there are several other forms of problem
structure that can be exploited to implement these subroutines. Exploring these directions
can help us construct minimax estimators for several other estimation problems. Another
direction for future work would be to modify our algorithm to learn an approximate min-
imax estimator (i.e., a rate optimal estimator), instead of an exact minimax estimator.
There are several reasons why switching to approximate rather than exact minimaxity can
be advantageous. First, with respect to our risk tolerance, it may suffice to construct an
estimator whose worst-case risk is constant factors worse than the minimax risk. Second,
by switching to approximate minimaxity, we believe one can design algorithms requiring
significantly weaker optimization subroutines than those required by our current algorithm.
Third, the resulting algorithms might be less tailored or over-fit to the specific statistical
model assumptions, so that the resulting algorithms will be much more broadly applicable.
Towards the last point, we note that our minimax estimators could always be embedded
within a model selection sub-routine, so that for any given data-set, one could select from
a suite of minimax estimators using standard model selection criteria. Finally, it would be
of interest to modify our algorithm to output a single estimator which is simultaneously
minimax for various values of n, the number of observations.
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